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Chapter 1

Introduction

Why people are interested in modelling and animating huraeed? What
does the statement “facial animation” mean for researchamund the
world? Inspiration and contents of this thesis.

A human face is an extremely important source of informatistfirst sight, all faces

look the same: a pair of eyes, a nose situated in the middlepgmn the lower part of

the face etc. Yet it is the face that plays an important roleammunication between
people. We learn to recognise faces and facial expressatysie life, long before we

learn to communicate verbally. Depending on the situatifaca can supply us with
various information.

e |t gives us the primary information about the identity of therson, provides
information about sex and age of the subject.

e The appearance of a human face performs an active role itlspeelerstand-
ing [18]. Studies show that even normal-hearing peopleipseshding to some
extent. This process is not clear and conscious, but it ddkehce our percep-
tion of speech. It has been shown that the intelligibilitysp&ech is higher when
the speaker’s face is visible [130]. The contribution oinakspeech processing
grows with the amount of distractions in the auditory chdifne. presence of
noise).

e Appropriate facial expressions or body gestures not onfyrawe intelligibility
of speech but also provide additional communicative fumdi[74, 68, 123].
People often unconsciously use nonverbal language (fegj@essions, hand
gestures, eye gaze etc.) to help communicating with onehanotNonverbal
communication is e.g. used to control the flow of conversatio emphasise
speech or to express the attitude towards what is being Baitlal expressions
can even be used as a replacement for specific dialogue acksys confirmation
or spatial specification).

e Above all, face communicates the emotions that are an ialtpgrt of our daily
life. Emotions influence our cognitive functions, such asativity, judgement,

1



2 CHAPTER 1. INTRODUCTION

rational decision making, communication. It is the facd tumveys most of the
information about our emotions to the outside world.

It is a common human desire to understand in depth what iseilenneaning of
the message behind the verbal part of communication. Bodiuges, speech and
even written text have their hidden layer that correspond$hé emotional state of
the interlocutor. It has traditionally been the task for gfsylogists to uncover those
hidden interpretations [53]. The knowledge of those intetigtions is used in both
perceiving and performing the acts of communication. Onpgéeeption side, we
can learn something more about the other person if we carciousdy interpret the
signals that reveal the emotional background, hidden ageadoutright lies. On the
other side, if we are aware of the effect that our body-lagguar facial expressions
can have on the other person (whether he/she is consciohis affluence or not), we
can control them in such a way that the communication praceethe most efficient
and beneficial way [51]. The amount of popular books on th&topbody-language,
emotional conversation etc. shows clearly that the infleesfdhe nonverbal part of
human-human communication should not be underestima8$].[1

For years human-computer interaction was dominated bydaayland mouse. Itis
not a natural way for humans to communicate, however. It dibelmuch easier if we
could communicate with computers as we do with other peofdee-to-face. In order
to obtain a more intuitive human-computer interaction, pater should recognise and
understand user’s facial expressions, and at the samettirbe, fully understandable
for humans, it should be able to present information with metonal human face. It
is understandable then, that as soon as computers becamierodél communication
devices, the need for robust facial analysis and animateoatne apparent. The topic
of computer generated facial animation ranges from cartikencharacters [125] to
realistic 3D models that can be used in movies instead ofactals [97].

1.1 Problem Overview

Overview of research in field of facial modelling and aniroati Applica-
tions of facial animation.

The statement: “facial animation” represents a very larga af research. It incorpo-
rates researches from several disciplines as e.g. comgnatehics, computer vision,
artificial intelligence, and psychology. It deals with dgsng a realistic-looking ani-
mation of a human face as well as with animation of cartooatares. Facial animation
found applications in very diverse areas of our live. It isdis1 entertainment industry
(movies, computer games) as well as in more “serious” ingsstvirtual humans can
be used for medical purposes (in prediction of plastic syrf6, 11], in speech dis-
tortions therapy [100]), or in multi-modal learning anddbeng [151, 23, 99]. Also a
low bandwidth teleconferencing, virtual reality or humasmputer interaction incor-
porates systems for facial animation [95].

There are two major approaches to facial animation; imagegaometry manipu-
lation [106]. In image based animation a facial model is @drom the collection of
example images captured of the human subject [59, 121]. @gmmodelling, which
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is the topic of this thesis, is based on deformations of 30psta the human face.
There are two problems that 3D facial animation must dedi:witstly, modelling an
actual human face, and secondly generating facial movemoarthis face.

The task of modelling a human face is challenging because sunodel has to
represent a very complex and flexible 3D surface that allolasge spectrum of pos-
sible facial movements. These movements should be botistiealnd animated in
real-time. The most popular approaches to representing faarface include polygo-
nal, and parametric surfaces [157, 142, 78, 104]. Data foegging detailed geometry
of a face can be collected from 3D digitisers [82], 3D lasasdd scans [93] or accom-
plished using photogrammetric techniques [121]. To ineeghe visual realism of a
facial model, a texture map (obtained e.g. from laser sqammatigitised photographs)
is mapped onto the facial geometry [93, 121].

One of the approaches to generating realistic facial mowsrie performance-
based facial animation [139, 95, 33]. It uses informatiorivéel by measuring real
facial movements of a specific person to drive a synthetie.fdts advantage lays in
the fact, that it provides direct mapping of the motion of thal person and therefore
it can result in highly realistic facial animation. Such apgch is often used e.g. in
movie industry. For every frame, motion of a real actor istaegd and then projected
on a synthetic face. It even does not have to be a human facediace of any other
creature. For example, in the movie “Dragon Heart”, the granfince of a real actor —
Sean Connery — was captured and projected on the synthediofa dragon.

The main challenge in performance-based animation teaksigs achieving the
high quality of the tracking process. There are differemtrapches to tracking the face
and its features. The simplest method is to track markersepldirectly on the per-
former’s face [33]. Other methods involve e.g. active cantmodels to track feature
lines and boundaries [132], template matching [153] oragptilow algorithms [57,
152]. Which kind of technique for tracking is used dependst@napplication of the
system (e.g. whether tracking must be done for any envirohared general lighting
conditions) and kind of equipment involved in it. When fdeinalysis is powerful and
accurate enough to extract sufficient information abougafaxpressions in real-time,
systems for performance-based animation can transmittineaion parameters over
very low data rate channel, and can be used for e.g. in videfecencing.

Systems for performance-based facial animation can peodexy realistic anima-
tion, but they have one big disadvantage. They are veryictesirby the availability
of the performer, and the equipment used to capture the mo#iad it is not always
practical to apply such motion capture data to drive faaidn@tion. Therefore, there
is ongoing research in developing realistic and exprestiivenodels of the face that
are controlled by a set of parameters. The goal is to obta&riatial model that sat-
isfies specific needs (such as: high degree of realism,irealenimation, easiness in
controlling of animation, etc.). Because of different regments and applications, the
developed facial models apply various parameters andusdeformation techniques.
They range from simple facial models with pure geometriodehtions (e.g. face is
represented by a deformable polygonal mesh and controjigétameters describing
directly movement of the real vertices) to very complex iinlalyer facial models which
incorporate anatomically-based representation of fdisislie and complex equations
to emulate facial muscle contractions (see Section 2.3.1).
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Apart from generating the visually appropriate face imagado is important to
have a system to generate a psychologically proper fadiaation in a given context.
Such a system with a “human face” could be a substitute of lgpexaon in the con-
versation. An embodied agent should be able to understamad tive user is saying
and showing with his facial expressions, and should havepadity to respond ver-
bally and nonverbally to the user. The creation of an emhbaligent requires decision
which facial expression should be shown, with what intgresitd for how long should
it last?

Most of the systems developed with such a task in mind arebased [124, 31,
118]. The sets of rules used in these systems were develogdeabis of psychological
research on relationships between the textual contenifttieation and the accompa-
nying facial expressions [28, 38, 46]. Such sets are geirenature, they describe the
average responses of a large set of people and disregarertnp- specific variations.
Each one of us uses a very characteristic facial movemesusily subconsciously) in
given situations, however. Some people raise their eyebtownark accented words,
others nod their head or blink. In order to create a credigéag it is very important to
take into consideration those differences between petigerecommended to provide
also some personality, emotional state and social rolerfagent [119, 10]. All those
aspects influence behaviour of the agent and the same fapigssions he is showing.

1.2 Research Goals

Our field of interest. Motivation and intention of this work.

This research aims at supporting users if not involved in mater graphics, facial
physiology, or psychology and in need of generating réalfatial animations. Real-
ism to be understood in terms of visual appeal of a singlegsdlimage, and focused
on believable behaviour of the animated face. Our goal igt@lbp a system enabling
semi-automatic facial animation, where an average usegenarate facial animation
in a simple manner. A system with knowledge about commuive&inctions of facial
expressions that would support an average user to genacgédnimation, valid from
the psychological and physiological point of view.

We can distinguish two stages in the process of developingtem described in
this thesis. In the first stage we deal with the problem oftangaa human face and
modelling facial deformations in such a way that the obtaiiaeial animation is realis-
tic and generated in real-time. The second stage involvieaating and implementing
knowledge about communicative functions of facial exgmss This stage deals also
with a problem of reducing user effort while designing faeimimation.

We started with designing a facial model that would be silétédr our needs. Our
goal was not to develop a highly realistic looking facial rebdut a model that:

e would be able to be realistic in behavioural sense,
e would not be limited to the predefined facial expressions,

¢ would be suitable for human-computer interaction, thuy &asse alongside the
facial analysis techniques,
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¢ would be suitable to reuse available knowledge about hurehawour.

There are several issues one has to deal with while devejadacial model. A human
face is a very irregular three-dimensional structure. ftsisis of many objects (eyes,
teeth, hair, tongue) that can influence the perception délf@xpressions. The first
problem concerns which aspects of human anatomy should beledh and how they
should be modeled to obtain a satisfying representationehtiman face, and at the
same time to allow effective animation, and efficient rentgrit’s worth to notice, that
chosen representation method influences the capabilityeofaicial model to perform
specific actions.

Another problem involves defining the parameters that cbfdcial actions. The
ideal parametrisation would be the one that allows a useryeoify and generate easily
all possible facial expressions and transition betweemth®f course such parame-
terisation does not exist. One has to chose between numbpesameters and their
complexity, intuitiveness and naturalness in use, andnthst important, the range
of possible facial expressions to generate. As this thesigses on behavioural real-
ism, any facial deformation resulting from activation ofa@meter should reproduce a
movement on a real human face. The next issue deals with &m@An disadvantage
of free parametrisation — its overwhelming flexibility. Thaeans it is relatively easy
to generate unrealistic facial expressions. In order tadagither physically or psy-
chologically impossible facial expressions, appropr@tastraints and co-occurrence
rules for parameters must be defined.

Facial expressions provide various communicative funsti®Vhich facial expres-
sions are used, and when they arose, is essential to themgezrihe utterance and a
flow of conversation. The aim of the second stage of this $fie$d extract this knowl-
edge from real-life situations and provide it to the usehimfiorm that would help him
to design behavioural appropriate facial animation. Thex should have access to the
information about:

e kind of facial expressions that usually appear in faceatmefcommunication,

e characteristic of these expressions (their frequencyntimocalisation in time
and among other expressions),

o their semantic interpretation.

Of course, facial expressions showed during a conversatromgly depend on the
kind of conversation, persons who take part in it, outsideditions, etc. Our goal
was not to define all universal rules that would automatjcsdilect appropriate facial
expressions for each situation, but to develop a methogiabgxtracting knowledge
abouttypical behaviour inspecificsituations. The first issue that has to be dealt with
is whatshould be recorded artbwit should be recorded to obtain facial expressions
used in spontaneous communication?

Once satisfying video recordings are obtained they neee farbcessed to reveal
information related to facial expressions. There are warimodels and methods to
track facial motion. One can track motion of specific geomatrfeatures (such as
contours or points) or apply statistical models to recogfésial states. Choice of the
model and tracking method depends on many factors such astnass, complexity,
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Knowledge Base

Animation Facial Expressions Dictionary

Designer

expressions | AUs/FACS

Expressions |Expr(t)|expr—>AUs | AU(t) AUs AU(t) Facial |
Synchronisator "| Translator Blender "] Model |

expressions processing

3D face Animation
. . I E—
animation Player

Figure 1.1: Architecture of the system for facial animation

and acceptable noisiness of the extracted data. Genghallgpmplexity and variety of
human faces and facial expressions cause that automdtitid¢ees for robust motions
tracking seldom produce perfect results.

Atthe end, the analysis of the extracted data must be peefrithat means, facial
expressions must be properly selected from the recordimjsecognised. Fully auto-
matic segmentation of interesting facial expressions ismaptex task. The transition
between expressions that appear in real-life recordingasoth, facial expressions
can be blended with each other or modified by facial defownativhich are a conse-
guence of speech. All this influence the process of (auta)daita recognition.

1.3 System Design
Principles of the system designed for facial animation.

The system was designed with the goal, that it should be alsitopl for designing
facial animations. The system should support the user doustevels of the design
process, to obtain animations as close to reality as pegdidB]. But it is a user who
will finally decide which facial expression would be appriape in a given context.
The schematic design of the system is presented in Figuré-urther in this section
we present the main foundations of the system and brieflyrithesthe task of each
module in the animation pipeline. We hope it will facilitatemprehensibility of the
system presented in the sequel.

The idea of the system is based on ¢agial expressions script languad@41].
This script language contains a set of predefined facialesgions together with de-
scription of their meanings and a multi-modal query systathfacial expressions are
collected in a nonverbal dictionary of facial expressiowéth the use of this dictio-
nary, a user, supported by the system, can design and gemperaon-specific facial
animation. The modularity of the system and the indepenrelefthe knowledge used
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in different modules allows for an incremental approachanstructing the system and
at each stage gives increasing support for the user in dagignimation. Moreover,
it allows for an easy way of improving specific aspects of gustam.

Our system has been developed in two parts. The first panglPatimation De-
signer, facilitates interaction with a user. Here, the usepported with implemented
knowledge about facial expressions, designs his animalfitve second part, expres-
sions processing, is fully automatic. In the latter, thadbhexpressions are synchro-
nised in time (Expressions Synchronisator), and subselyueansformed into a set
of parameters (exprAUs Translator). It is worth to notice here, that at this stéte
information about parameter activations may contain redanor conflicting informa-
tion. It is the task of the AUs Blender module to blend themrirappropriate manner.
The AUs Blender may decide to appropriately change the atadiv, timing, or even
the fact of occurrence of a specific parameter in order toigeothe consistency of
expression. At the end of the processing, the prepared paeasrare sent to the Fa-
cial Model module where they are properly interpreted. Agpotthe animation of a
synthetic 3D face is displayed.

The Knowledge Base contains basic knowledge about paresneted in the facial
model and facial expressions. This knowledge, collectechfdifferent sources, is
independently used by different modules of the system. ¥amgle, the Facial Model
module employs knowledge about visual changes appearirtheohuman face and
related to the activation of single facial parameters éméld from description of AUs
in FACS and supplemented by a photogrametric method). The Blender module
takes care of resolving conflicts and inconsistencies gidhameter level. Expressions
Synchronisator and exprAUs Translator make use of a more intuitive language of
facial expressions instead of parameters. In our systermtreeluce a set of predefined
standard facial expressions. They are collected in a ftrbfacial expressions, which
is freely accessible to the user. The exg&Us Translator utilises information about
the composition of facial expressions: a set of activatedrmpaters with their intensity
value, while the Expressions Synchronisator applies médgion about timing of facial
expressions.

1.4 Structure of the Thesis
Thesis overview.

In the first two chapters of this thesis we introduce knowkedgjated to the research
presented further. In Chapter 2 we describe some fundalissiies about facial ex-
pressions. We start with an introduction to facial analgsid present the Facial Action
Coding System (FACS), the facial expressions notatioresysin which we founded
our facial model. Next, we discuss various functions ofdhekpressions in face-to-
face communication. At the end of this chapter, we give amaee of the current
research in the area of facial animation synthesis.

Chapter 3 introduces the main algorithms, tools and contipuntel models used
in the research performed and reported in this thesis. Wewiih the major aspects
of facial image synthesis, and then discuss different abstn levels used to control
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facial animation. In the last section we introduce mathémahiodels and algorithms
used in the presented research.

Chapter 4 presents research that led to developing thel Rda@el module. We
explain our motivation for developing the parametric facdel inspired by FACS
and describe the design of the model for separate paranfatgign Units) as well as
its implementation.

Research described in Chapter 5 was used to complete theraptation of Fa-
cial Model module and to implement AUs Blender and Animatfiayer modules. It
includes description of the methods for combining changetbe facial surface result-
ing from activation of two or more separate parameters (Aug) we discuss when
each of them should be used. It is followed by a descriptiomydflementation of
co-occurrence rules between specific parameters in ouwgraysthen we present re-
sults related to generation of various facial expressit¥s finish this chapter with a
presentation of the implemented software for generatiogfanimation.

Chapter 6 deals with experiments that were aimed at caligdéhowledge about
facial expressions employed by expAUs Translator and Expressions Synchronisator
modules. We describe the method of collecting our datalraserdings) with spon-
taneous facial expressions. Also the properties of fagjatessions manually selected
from video recordings are explored in this chapter.

Chapter 7 shows our approach to semi-automatic extracfifec@l expressions
analysed in the previous chapter. We start with a descniti@ tracking motion tech-
nique applied to extract facial features, and then conatntm the presentation of the
method for selection and clustering of facial expressibasappear in the recordings.
In order to validate the presented method, obtained segnaeatcompared to facial
expressions selected manually.

Chapter 8 highlights achieved goals and points out sometires for future re-
search.



Chapter 2

Facial Expressions Overview

Basic informations about facial expressions and the stmgcof a face.
What kind of role facial expressions play in face-to-facenominication.
How we can analyse and generate them.

Emotions accompany us constantly. They are our main motisatAnd it is a face
that communicates the emotions which are an integral partio@iaily life. A human
face has a very complex structure. In order to create facalets which looks realistic
in static images as well as moves conform to reality we shbaldware of the main
motivators of such powerful expressiveness of a human faeetion 2.1 presents basic
knowledge about anatomy of the face. In this section we alesemt Facial Action
Coding System (FACS). FACS is a facial expressions notatystem which is used in
both analysis and synthesis of facial expressions and wasspiration for the facial
model presented in this work.

Facial expressions change perpetually; they are not okdyeto our emotional
state but they also change according to the content of a gessal the flow of a
conversation. Studies show that the whole face [74] togettib the rest of the human
body [68, 123] influences the efficiency in communicating.ribg the conversation
people always tend to look at the interlocutor. Human bodlespecially face provide
a lot of conversational information. Facial expressions sapplement text, add an
emotional state to the information which helps us to undeista message according
to the intention of the subject. Besides that, some facipiessions can even replace
words as e.g. an act of nodding the head can replace a venti@ncation. In fact
not only the speaker transmits the information to the intartor, but also listener,
via facial expressions, gives nonverbal feedback whichmffurence the conversation.
According to the role facial expressions play in commundatresearchers divided
them into various functional channels described furtheseiction 2.2.

Finally, the last section (2.3) presents different apphesdo generation and ani-
mation of facial expressions.
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2.1 Facial Expressions Analysis

The main components of a head, their structure and functidhg con-
ception of FACS, currently the most common method used biigisgists
to analyse facial expressions. Overview of facial expessanalysis.

It is a longstanting interest for psychologists to deciphermanner in which people
reflect their emotions through facial expressions. The arystf feelings hidden be-

hind the facial mask is a research topic, which spilled exsgh fields as computer
graphics, or artificial intelligence. Depending on the sfiety of the research topic,

there are many methods for describing the changes on a hwanantat form a spe-
cific facial expression. One of the methods is to provide dakedescription of the

phenomenon e.g. “eyes shut and mouth a little bit open”. Timaeexample of the

codified version of verbal description is Facial Action QagliSystem, widely used

by psychologists. Another way of describing facial acyiv to give some quantita-
tive description in terms of geometrical changes of the .f&&ach geometry changes
can be described by using an MPEG-4 standard with its Facimhation Parameters
(FAPs) [107, 127].

2.1.1 Anatomy of the Head

Faces differ. They vary in colour of the skin, texture, wigg and creases. Moreover
there is a large diversity in proportion of faces. e.g. th@rbetween a face and the
rest of its head. Some guidelines for designing a shape dfi¢hd can be found in
books on drawing a human head [72]. Generally, a face of & dutupies a much
smaller part of the head than a face of an adult person. Itasacherised by rounded
cheeks, small nose and mouth. Female faces are smoothemtiilarones. Females
have narrower nose, smaller mouth and not so prominent crek&hin bones as men.
Of course those features are general and they can distvantyyfrom one individual
to another. But all faces have the same underlying stru§t4@®. They are built from
the skull covered by deformable multi-layered tissue awcdhfanuscles.

Skull protects the brain and provides the skeletal foundatiotHferface — its shape
influences shape of the face. Skull consists of fourteendiohleirteen of them
are joined together and form a solid skeleton. Only one bote-mandible —
can move. It forms a lower jaw and can rotate horizontallyudtzm axis near
to the ear. The skull serves also as an attachment place feir shthe facial
muscles.

Muscles of the face can be suspended between bone and skin or twredifiereas of
skin. Their contraction causes movement of facial tissuiehutesults in creating
facial expression. Muscles consist of set of fibres. The slzag orientation
of the fibers define the type of the muscle. There are threeapyitypes of
facial muscles: parallel, sheet, and sphincter. Paralledates pull in an angular
direction. Their fibres are attached to skin tissue at maaggd, but are fixed
only at one place to the bone. Sheet muscles are similar toafadlel ones, but
fibres are attached to the skeleton on some finite area rdtheriht one point.
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They act as a set of linear muscles spread over a given areallyF-sphincter
muscles are built from circular or elliptical fibres whichusgze towards a virtual
centre. They occur around eyes and mouth. In total, ther2G8 éacial muscles.

Skin covers the skull and muscles. It consists of three layersteemis, dermis and
hypodermis. Epidermis, a stiff layer of dead cells is thenst layer of the skin.
Its task is to protect the elastic, fatty, dermal tissue. dtigrmis, the most inner
layer covers the skull and allows outer layers slide easigr smmuscles. Dermal
tissue is responsible for most of the mechanical propedidacial tissue. It
consists mostly of elastin and collagen. Interaction okthtwo components
results in viscoelastic properties of the skin. Under lorest it responds with
low resistance to stretch and under high stress it becomes more stretch
resistant.

Colour of the skin is mostly determined by the presence ahigt. It is also af-
fected by flow of blood and therefore it can change accordinghysical and
emotional state of the person. Some emotions, such as lesgspianger or
feeling ashamed increase blood circulation what causegslkiecome flushed.
Other emotions, (e.g. fear) decrease blood flow and resuibire pale skin.

Mandatory components of the face are also eyes, teeth agdeorParticularly
eyes are the part of the face to which people pay a lot of atemd during a con-
versation [81, 12, 71]. The eyeball is generally white withlack pupil positioned in
the centre of the visible part of the eyeball, and surrouried colourfull iris. The
iris varies in colour between individuals. Its task is toukede amount of light passing
through the lens by controlling the size of the pupil. On agey, eyeball is about 2.5
cm in diameter. It is not perfectly spherical, however. Theaacovered by pupil and
iris has a smaller radius of curvature. Because of thatetappears perpetually visible
reflection on the surface of the pupil or iris.

Teeth and tongue are less important in everyday face-®dammunication than
eyes. They are visible only when mouth is open. Although theyot attract as much
attention as eyes, they are very important objects in sppemtessing, nonetheless.
Shape and position of teeth in the jaw influence shape of therlpart of the face.
Particularly, facial models used in speech distortionsapg should model those or-
gans with great care.

2.1.2 Facial Action Coding System

Facial Action Coding System (FACS) was introduced by Pauh&hk and Wallace F.
Friesen in early 70's [53]. It was designed to aid human olessrin describing facial
expressions in terms of visually observable movements emtiman face. In FACS
each facial expression is described in terms of Action UgMds). AU is a basic
element of any facial movement and can be seen as being auoalég phonemes in
speech. According to Ekman and Friesen, each facial expresan be described as an
activation of an appropriate set of AUs. Together with thieo$éUs, FACS provides
also the rules for AU detection in combinations of two and enAlJs. Using these
rules facial expression can be uniquely encoded as set adrAtinits that produce
given expression.
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FACS is a structure-based coding, closely connected tortaeomy of the face.
The obtained facial expression scoring is universal acads®ad spectrum of faces.
Therefore FACS is widely used by psychology researchers,itais also very com-
mon among researchers that work with facial expressionysisaby machines [16,
133, 110]. Currently FACS is a leading method used in behemsidnvestigations of
emotion, cognitive processes, and social interaction. rQ@eyears of psychologi-
cal research on the relationship between action units asidl fexpressions provided
a lot of data about facial behaviour expressed in terms d&ffaction codes. FACS
was used, for example, to analyse differences betweer tageessions of people ly-
ing and telling the truth [51], to demonstrate facial signaf interest and boredom,
and even to study differences in facial behaviour betwedridal and nonsuicidally
depressed patients [70]. And, what is very interesting $there is also a lot of infor-
mation available about nonverbal conversational sigreds for example, emphasise
the verbal part of speech, or regulate the flow of convensatio

Action Units

An AU represents the simplest visible facial movement, Whiannot be decomposed
into more basic ones. Each AU is controlled by contractionetaxation of a single
muscle or a small set of strongly related muscles. Activatiban AU is described by
observable changes in the face caused by activity of therlyiue muscles. Ekman
and Friesen introduced 44 AUs describing movements on tif@cguof the face, 6 AUs
for gaze direction and 8 AUs representing head movementgerigtix A contains list
of all AUs described by Ekman and Friesen.

Co-Occurrence Rules for Combining AUs

In order to show facial expressions people usually actiwadee than just one AU. Not
all of the AUs can be scored independently, however. Thergestrictions on how
different AUs interact with each other or whether they atevetd to occur together at
all. Sometimes it can be even difficult to decompose a giv@eamance change on the
face into separate AUs. In order to score AUs in appearinginktinations, a FACS
coder has to know how they influence each other. Ekman anddfrig4] introduced
five different generic co-occurrence rules that describenthy in which AUs combine
and influence each other.

Most of combinations aradditive. It means that the appearance changes are just
the sum of all changes caused by each AU scored separateevidence of each AU
from combination is recognisable, and none of the appeareimenges due to separate
AU is modified in combination. Additive combinations usyalccur when AUs which
are involved in such combination appear on separate arethe dace (e.g. AUS —
Upper Lid Riser and AU26 — Jaw Drop).

The next rule for combining AUs is applied when one Aldminatesthe other.
Appearance changes of dominant AU overshadow the appeacaanges due to the
subordinate one. In combination which involves dominaamominant AU can com-
pletely cancel the appearance changes due to the sub@rdidair can make the evi-
dence of scoring subordinate AU very subtle and difficultétedt. To avoid errors in
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detecting subordinate AUs, Ekman and Friesen establisteadite that prohibits scor-
ing the subordinate AU in some particular combinations. &ample AU6 — Cheek
Riser dominates AU7 — Lid Tightener, and while describingefavith these two AUs
activated, we should score only one — AUG.

Also only one AU should be scored when a combinatioalisrnative. The dif-
ference between this, and the previous rule is that in domgimdoth AUs could be
activated, but only one was clearly visible (and thus scpretiile in an alternative
combination it is not possible to activate both AUs simuttansly. When two of the
alternative AUs give similar appearance, a choice has todaenwhich one should be
scored. The reasons, why given AUs are alternative to edwer oan be as follow:

e Anatomy of our face doesn't allow to score both AUs in the saime (e.g.
AU51 — Head Turn Left and AU52 — Head Turn Right)

e Itis impossible to discriminate one of the AUs from the oceuace of both si-
multaneously (e.g. AU41 — Lid Drop and AU43 — Eyes Closed @pl — if
upper lid is dropped it can not be described as closed)

e The logic of FACS prohibits the scoring both AUs at the sameeti

Next kind of combinations is callezlibstitution. It occurs when two combinations
are so similar, thatthey can be scored in the same way. EknthlRréesen [54] selected
only one combination which is scored in both cases. Ususdigred combination is
the one, which is notationally simpler. For example, the biration of AU13 — Sharp
Lip Puller and AU14 — Dimpler must be scored just as a singldd24 Lip Corner
Puller.

Finally all combinations which do not belong to any of the addescribed groups
are calleddifferent combinations. In this kind of combinations, combinatiorgafen
AUs involves new distinctive appearance changes, whichalmacur for those AU
scored separately. The changes in appearance are not justfschanges caused
by AUs scored separately but result from their joint actiddometimes, for exam-
ple, one AU cancels one of the effects of another AU. In otlases all appearance
changes from scoring AUs separately are preserved andahedded new, distinc-
tive changes which occur only in the combination. All difat combinations are listed
and described in details by Ekman and Friesen [54].

2.1.3 Automatic Tracking of Facial Expressions

In many cases, in facial expressions analysis, it is ddsirebremove or partially
diminish the role of human observer in describing shown esgibns. In order to
do so, changes on the observed face must be tracked acguratelcomputer. This
nontrivial task is often done with use of sophisticated im@gocessing techniques,
with varying degrees of intrusion into the recorded sitatiself.

In general, automatic tracking techniques can be dividéal twwo main groups:
those requiring special preparation of recorded face, hodet capable of tracking
facial movements on unaltered faces. In the first case, thesion in the normal state
of the face can be as drastic as in case of direct measurefiransoular activity, with
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needles pinned through the skin tissue in order to recorditheges in electric current
within the specific muscles. A much lesser extent of intmdito face is used in
case of using painted markers, lines, or patches on theftadeyrther extraction from
video recordings [33, 76, 131, 139, 132]. Typically, the kirggs on the face are in
bright, highly unnatural colours to facilitate their exttian from the recorded images.
Further in this thesis, we use this approach to automatextnaction of knowledge
about dependencies between facial expressions in an emabdi@logue situation (see
section 7.1).

Tracking of the facial changes on a natural, undisturbem, ima much more chal-
lenging task. Typical techniques used in this case span Hwewange of computer
vision and object recognition fields. The most often used ot tracking [76, 95],
adaptive snakes [131, 132], template matching [154], apflow analysis [79, 59],
eigen-faces decomposition [76, 92], and 3-dimensionalehothtching [121]. In all
cases, the aim of developing those techniques is to progideeurate and as reliable
measurement of facial activity as possible. The accuradhetechniques, their ro-
bustness against changing illumination conditions, healdfall body movements, and
other such issues, varies with their computational conifleome of them can be
used in real-time environments [95], others require caarsidle processing time.

Facial activity tracking, is seldom the goal in itself. Maxften, extracted and
preprocessed measurements are further analysed withyvafipattern recognition
techniques in search for meaningful facial expressionsiaFaxpressions have so far
been analysed with artificial neural networks [84, 15, 1&Rpert systems [109, 80],
fuzzy logic [158] and other techniques [94, 45, 40] .

2.2 Face-to-Face Communication

Communicative functions of facial expressions. How faeigiressions
influence the flow of conversation and our perception of whdtding
said.

Human face rarely remains still. Children learn how to cominate with the facial
expressions long before they grasp the language in its Merpeesentation. The face
itself is therefore a very important component of the comization between humans.
It provides background information about the mood of thepfiarticipant of the con-
versation. It shows how the person perceives the form andahtent of our words.
Facial expressions can complement the verbal part of thechpalNe often shake the
head as a sign of confirmation, we use the gaze directiondesstr specify the ver-
bal description of spatial dependencies. Facial exprassicovide a flexible means of
controlling the dialogue. Without interfering with the astic part of the conversation
we use our face to draw the attention of the other persongtmbour readiness to re-
spond or to show that we are awaiting the response. In theimelereof this section we
shortly describe, one by one, functional groups of facigrexsions as characterised
by Ekman [50].
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2.2.1 Emotions

The concept of emotion consistsfetlingwhich is a subjective experience of the emo-
tion, andemotional state¢hat is measured through various physiological changédin t
body as a response for an emotion. The physiological chahgesccur while expe-
riencing an emotion can include changes in: blood pressousgcle tension, process
of salivation etc. The first who studied relationship betweenotions and facial ex-
pressions was Darwin [39]. In his evolutional theory, emiagiare seen as a biological
phenomena that are used as response to the stimuli in th@emeént, and which in-
crease the chance of survival. Most of the researchers oti@mahare the idea that
emotions are preferably expressed by facial activity. Adowg to Ekman [50, 52],
whose work was an inspiration for our facial model, emotiergressed with facial
expressions act as social signals and help people to comatani

A lot of researchers working on relationship between enrmotind facial expres-
sions agree that there are basic emotions that can be eagilygdished from each
other on the basis of facial activities corresponding tarthelowever, there are differ-
ent views on which emotions are basic and what does it agtoahan for an emotion
to be basic. In our work we have chosen to use a neuroculturdehproposed by
Ekman [48, 49]. In his cross-cultural studies of facial egsions he selected six basic
emotions: anger, disgust, fear, happiness, sadness, gugsuhat were found to have
universal facial expressions across different culturesthls model, basic emotions
can act as a basic building blocks of the whole repertoiremafteons. Together with
Friesen they gave precise description of facial featuresesponding to each basic
emotion, their blending, and how they differ depending amitttensity [53].

Anger can be provoked e.g. by frustration, physical threat, dirfgef being hurt by
somebody. It varies in intensity from irritation to fury.f8en experiencing anger
can behave violently. Anger is expressed on the face wittreyes lowered
and drawn together, eyes opened and staring in one diretiperhard pressed
together or parted in square shape (see Figure 2.1a).

Disgust involves feeling of aversion to taste, smell, touch, appeeg, or some action.
Response for mild disgust — dislike — is a wish to turn awaynftbe disgusting
object, while extreme disgust can be even a reason for vagniffhis emotion
manifests itself with raising the upper lip, wrinkling these, and lowering the
eyebrows (see Figure 2.1b).

Fear occurs when person is expecting some event which can pliysicasychologi-
cally harm his/her. It ranges from apprehension to terrothé intensive form, it
is the most traumatic of all emotions. Fear is charactemngddeyebrows raised
and drown together and the lips stretched back. Eyes ardiyuspaned with
lower lid tensed (see Figure 2.1c).

Happiness is the most positive emotion. People often experience maspiogether
with states of excitement, pleasure, or relief. Happinesgimarily expressed
with mouth: corners of the lips are raised, and nasolabidisfare deepened.
In extreme happiness, eyes are narrowered with crow’siigakles appearing
around their outer corners (see Figure 2.1d).
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b)

d) e) f)

Figure 2.1: Basic emotions expressed with face (a) angediggust, (c) fear & sur-
prise, (d) happiness, (e) sadness, and (f) surprise & happin

Sadnessis a feeling of suffering caused by loss, disappointmenhagelessness. It
may last for a very long time — hours, or even days. It variemfa feeling of
gloom to deep mourning. Sad person expresses the emotidre fgdt that the
inner corners of eyebrows are raised and drawn togetheerleyelids are little
bit raised, and the corners of the lips are pulled downwases Figure 2.1e).

Surprise is evoked by unexpected or misexpected event. It is a shontégpression
(when a person has time to think about surprising event bagshot surprised
anymore). It manifests itself with raised eyebrows, eyedewopen and jaw
dropped causing parting of the lips (see Figure 2.1f).

2.2.2 Facial Expressions Determinants

In every-day face-to-face communication human face chaadlethe time. People
show a large variety of facial expressions — not only the @oesesponding to (basic)
emotions. Sometimes, the exact same changes in facial i@mgeathat are related
to some emotion can fulfil also other communicative fundioRor example, raising
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eyebrows can be a sign of surprise, but it can also punctuditecaurse. It is impor-
tant to remember, that the same facial expression, usedf@natit contexts will have
various meanings. The emotional messages conveyed by éapiessions have been
dealt with in the previous section. Therefore, further iis thection we describe the
remaining (other than showing an emotion) functions ofdbekpressions [47, 50].

Punctuators are facial expressions that appear at short pauses in dégc(at com-
mas, question marks, full sentence stops, etc). Their gdalseparate discrete
phrases within the course of utterance to improve the igthility of the speech.
The most common facial expressions highlighting a pauseldirking, raising
eyebrows, and various head movements.

Conversational Signalsare used to emphasise a sequence of words, and to clarify the
information. They are often synchronised to accented vewebrds, or empha-
sised phrases. Raising eyebrows is a facial expressionoftestused as a con-
versational signal. Other conversational signals inchaged head movements,
eyeblinks, fixation of gaze direction, or more elaboratezhpnciation.

Regulators control the flow of conversation by helping in interactioriveeen inter-
locutor. Gaze direction (eye contact) and head movemenhanmaost important
regulators. When ending speaking turn people often firsilbtiee eye contact
and then re-establish it with a person who is supposed toadken in the dia-
logue. While asking a question people turn head towards sopgrom whom
the answer is expected.

Manipulators are facial expressions that satisfy the biological needseface. Most
of all, they include blinking that keeps eyes wet (on avenageple blink every
5 seconds), and moisturising the lips.

Emblems are used to replace common verbal expression with the faaialverbal)
one. Usually the meaning of the emblem facial expressiongisknown for all
people from the same cultural group. A typical example isréacement of
verbal expression of agreement (e.g. “yes”, “l agree”, éuwith nodding of
the head.

Emotional Emblems are facial expressions corresponding to emotions. The-func
tional difference between emotional emblems and just emsiis that emotional
emblems are used to convey an emotion to which speaker tefefsperson is
not experiencing this emotion at the time of displaying ith&M talking about
something disgusting people often wrinkle their nose, oilevtalking about
pleasant experience, they took part in, they often smile.

2.3 Facial Expressions Synthesis

Principles of facial modelling and animation.
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There are two major approaches to facial modelling and amm#106]. The first
one is based on image manipulation, and the second one id basgeometric ma-
nipulation. In this thesis we concentrate exclusively oargetric modelling based on
deformation of 3D human face. Synthesis of 3D facial expoessinvolves two as-
pects: accurate representation of a human face, and muaglellifacial movements.
The methods of representing and displaying a detailed 3Ing&y of human face are
the same as for any other graphical object. We defer thetrii¢i®n to section 3.1
which gives an overview of 3D computer graphics related &résearch presented in
this thesis.

Firstly, in this section, we present three main approachdadial modelling and
animation: (i) key-framing (interpolation), (ii) paramisgtion, (iii) pseudo-muscle and
(iv) muscle based modelling. Secondly, we describe petémce driven facial anima-
tion, which is often treated as the fifth of the main approaduefacial animation.
However, in this thesis we take the stand that in this kindaofdl animation, the in-
formation about real human facial deformations can be useliffierent ways and on
different facial models: parametric, (pseudo-)muscleetdas even key-framed. The
facial movement tracked on the real human face can be pestenta facial model
most suitable for given application (not necessarily theleithat represents the face
of the recorded person). In fact, the main contribution &f thesis is the development
of the facial model, which is parametric in its nature, buivk from the performance
data.

It is important to note here that, independently of emplogeuination model, ad-
ditional work needs to be done to reflect the appearance néblctiman face. What
is lacking in all of the animation models, is the actual paraotuating the generated
face. In order to generate a realistic facial animation, weeds to deploy appropri-
ate physiological and behavioural rules. This part of th@alaanimation research is
the realm of the rapidly evolving field of embodied agentd[Embodied agents are
computer entities, which personify processes with whiehuber can interact in (hope-
fully) intuitive manner. Embodied agents typically remesother (remote) users of
a computer system (often called avatars) [95], utility pamgs, non-player characters
in games etc. Facial animation for embodied agents can ledllms analysis of the
intonation of recorded speech [117, 9, 24], written textsia [31, 8], or set of pre-
defined rules [120, 30]. The process of developing embodjedts includes therefore
not only appropriate modelling of facial movements, bub @ppropriate simulation of
human behaviour, which lies in the core of the second halisfthesis.

2.3.1 Modelling of Facial Motion

The ultimate, objective goal of facial modelling is to ceeatfacial model which will
simulate complete facial anatomy, allow to generate réal{from functional and
structural point of view) facial movements, and do it all @al-time. Such a model
does not exist so far, and considering the complexity of #waf anatomy and fa-
cial movements, it is still long in coming. Therefore, theifd animation is largely
diversified field of research, depending on the weight puthenabbove mentioned re-
quirements (accurate, complete, or real-time). Some relseis work on realistic look
of virtual humans (reconstruction of facial anatomy andatyics of facial muscles)
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that can be use in medicine, others are working on obtaireafism in behavioural

sense (appropriate facial expressions shown at appreqima¢, lips synchronised to
text, etc.), and yet other are focused on very fast (reatiamd bandwith-constrained
facial animation. Below we present four fundamental apghea to facial animation.

Each of these approaches can be implemented in differerg,vesngd many different

facial models exist within the broad research community.

Key-framing

The development of 3D facial animation started with a fatiatiel developed by Parke
in 1972 [111], based on the conceptldy-framing In this model the face is rep-
resented by a set of polygons (about 900) representing ifaceu For each facial
expression a separate wireframe is defined and stored ireayiof facial expressions.
These predefined wireframes are used as key-frames in tagiaktion. All frames
between the key-frames are calculated by interpolatinggighboring key-frames.
This approach is very tedious and data intensive. Each,\eugrsubtle, movement
of the face, has to be constructed as a complete model aradistolibrary. Therefore,
key-framing is a suitable solution for 2D animation. Howe\tds rather impractical in
3D facial animation, as it requires a large amount of preéeftomplete facial models
in order to generate realistic facial animation. Nevedhglthis approach became a
standard in computer animated movies [19, 37], where thmiress and time available
for animation are practically unlimited (taking renderfiagms and years to complete).
The basic idea of key-framing is often extended to otheafaaiimation models. The
animator, instead of working with the vertices of the wiagfre, uses the parameters to
design key-frames of animation. Key-framing techniquetmaapplied to the positions
of vertices in the mesh representing a given expression dsawé¢o parameters, or
(pseudo)muscular activations defining faces with giverafaxpressions.

Parametrisation

Because key-framing was so data intensive and it was diffioutlesign new facial

expressions by means of changing positions of the vertalesady two years later,
Parke introduced a new, parametric, facial model [112, 18his new facial model,

the face is represented by a set of polygons controlled bkimds of parameters - one
to define the structure, shape and position of each indiviidea, and the second to
control facial expressions. Since then, a lot of scienéipgdied original Parke’s model
in systems for facial animation [138, 34, 20, 66].

Generally, the idea of parameterisation is based on grgwgentices together to
perform specified tasks. The animation is based on altelieddcation of various
points (one or more groups of points) in the wireframe. Whioimts are moving, and
how they are moving is controlled by a set of parameters.rRaters control both the
conformation (size and structure of the model, e.g. as tkeafjthe nose, height of the
forehead etc.) and expressions (opening of the mouthngpesiebrows). The choice
and definition of the parameters is based on observationsrofh face and studies
of changes which the face undergoes while showing facialesgions. Deformations
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on the face can be performed by local region interpolatieongetric transformations,
and mapping techniques that allow manipulation of faciatdees.

The parameterisation reduced the amount of data needegindming and made
it possible to generate broader range of facial expresskdosever, typical parametri-
sation has also a few limitations. Firstly, parametersrréfieectly to the nodes in the
wireframe and therefore, a particular model is tied to a ifieeldtopology of the wire-
frame. For each new topological mesh, new parameters hawe defined. Secondly,
it is very difficult to create a complete set of parameters ¥auld make it possible
to generate every facial movement. Finally, the biggesidliantage of parameteri-
sation is that when two parameters control the same redgiensgme vertices), it is
relatively easy to generate unrealistic facial expressi@reat care needs to be taken
when defining how conflicting parameters should blend tagreth

The facial model presented in this thesis, although pandenés free of the above
mentioned issues. Parameters of the presented model defeotta the vertices in
the wireframe, but rather to the areas on and around the Tdwse areas are defined
independently from the topology of the wireframe. The orndystraint to the used
wireframe is that its shape should be close to the faciahserfecorded, but not a sin-
gle vertex needs to be placed in any specific position. Oualfawdel was inspired by
FACS —the structure-based notation of facial activitieg th based on a predefined set
of AUs (see also section 2.1.2). Ekman and Friesen — devela@fé-ACS claim that
each facial expression can be decomposed into a subsehvatadtAUs. Therefore, a
parametric facial model which is controlled by parametémsatly related to the AUs
is able to generate all (of at least wide range of) facial egpions. Finally, Ekman and
Friesen defined also co-occurrence rules for scoring éiffiecombinations of AUs. As
we show in chapter 5 applying these co-occurrence rulesitonodel leads to exclu-
sion of facial expressions which would otherwise be psyatichlly or physiologically
incorrect.

FACS is one of the earliest proposed parameter schemes oisdédcribing fa-
cial expressions, but not the only one. Recently, MPEG-Adsted introduced a new
parameter coding for 3D face synthesis and animation [1@8]. In MPEG-4 facial
animation is carried out using 66 low-level Facial Animati®arameters (FAPs) that
cover both natural and exaggerated facial expressionsh gaw-level) FAP relates
to the control point on a facial mesh model, and its movermreekpressed in terms
of Facial Action Parameter Units (FAPU). The FAPUs are defiag fractions of dis-
tances between two feature points observed on a neutral Tai® approach is a very
good coding scheme for performance-based facial anim§inn32]. Facial models
compatible with MPEG-4 standard are commonly used in systegsed on low band-
width network connection as in e.g. teleconferencing. HeveMPEG-4 standard
does not fit our goals. Firstly, by its definition, it allowsdenerate exaggerated facial
expressions. Secondly, the body of knowledge about secsanitifacial expressions
generated through FAPs is rather limited. Both issues asiéyeavoided when using
directly FACS as a parameterisation scheme. It's worth faeimg that the presented
model can be adapted to be compatible with MPEG-4 standarcedeh AU the FAPs
activated by the same set of muscles can be defined and tte@&swean set to esti-
mate the fully activated AU [7]. However, in consequence, ttodel would become
dependent on underlying facial mesh, as it is defined in tredsird.
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Pseudo-muscle Based Modelling

The limitations of parametrisation prompted the develophoé facial models in the
direction of choosing parameters based on the anatomy diuh®an face: pseudo-
muscle, and muscle based parameters. In pseudo-muscte inasiels, mesh repre-
senting the face is deformed by simulation of facial musoletiaction, with the real
facial anatomy ignored. The mesh representing the face demp of a single surface
layer (just as in previously described parameterised nsddeluscle can be simulated
in the form of splines [104, 137], free form deformation [/8] wires [128].

Waters proposed [138] a model which simulates contractioaal muscles and is
controlled by a set of parameters which are related to Adtinits (AUs) of Facial Ac-
tion Coding System (FACS) [54]. He introduced two types ofulas — linear/parallel
muscles that pull and sphincter muscles that squeeze. Betlagse parameters remain
consistent across a wide spectrum of faces it can be usedwytfacial topology.

Magnenat-Thalmann et al. [96] based their facial model credled Abstract Mus-
cle Actions (AMAs). Each AMA procedure is defined by a set ofgmaeters which
control motion of the vertices. A single AMA procedure simtgls changes on the face
resulting from activation of a specific facial muscle, bugythare not independent -
obtained results depend on the order in which AMA procedaresctivated.

In the model of Kalra et al. [78] the facial skin surface isatefied using free
form deformations combined with region-based approacte @rfew muscle actions
simulated by the displacement of the control points of thetrmd unit for a Rational
Free Form Deformation creates an atomic action called MininfPerceptible Action
(MPA). All MPAs form a base to create a wide range of facialresggions.

Pseudo-muscle based models mark significant step aheagacedto simple pa-
rameterised models. They are independent from model syréad therefore can be
easily used for topologically different meshes. Howevertause they don’t simulate
the underlying anatomy, they are not well suited for sinialabf the irregularities
of skin surface: wrinkles, bulges and furrows. Moreovee, finoblems related to the
interdependencies between different parameters remaived.

The facial model presented in this thesis, although panaerietits nature, is simi-
lar in concept to the pseudo-muscle based modelling. Ezlbet the model presented
by Waters [138]. The basic difference between these two taasi¢hat in [138] con-
trol parameters (AUs) are translated into activation ofidated muscles, while in our
model parameters directly simulate the result of AUs atitiva

Physically Based Modelling

As the name suggests, physically based models are basedtmmyrof the face and
on the structure and functionality of facial tissues and ctess These models usu-
ally combine dynamic model of facial tissue, static modeskill surface and imple-
mentation of facial muscle processes. The deformationpenfermed by solving the
dynamic equations of the physical system. In principles ty of modelling facial de-
formations should not have any of the limitations of the paetric (or pseudo-muscle)
models. As long as the underlying physical system is prgémulated, the resulting
facial activity is possible in reality. As long as all of theustles are incorporated into
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the model, no facial activity is excluded. For the price ofmgexity (both in model
description, and in the rendering process), the ultimas gfrealistic facial animation
can be achieved. In most cases, one needs to put some cots3trathe completeness
of the description, however. As a result, even in this catggall of the developed
models have their shortcomings.

Development of physically-based facial models starteelaaly in 1981. Platt and
Badler [122] were the first to propose a facial model whichsdua simulate the results
of muscle action, but rather simulates “motivators” of #h@stions — muscles them-
selves. Their facial model consists of three levels: unrale/bone, skin and muscles
connecting them together. Typically, a muscle consisteeésal fibers which are rep-
resented by elastic arcs. When a muscle contracts, all @ssfitontract in parallel.

Lee et al. [93] proposed a biomechanical facial skin modeh tie basis of a
facial model presented in [131] they developed a model wharhbines an anatom-
ically based muscle simulation together with multi-layefamable facial tissue. In
their model facial tissue consists of two deformable swsa@epidermal and fascia)
connected to each other by dermal-fatty spring layer. Bascdes are additionally
connected by muscle spring layer to the non-deformabld skuface. Muscles are
fixed in skull surface and are attached to the fascia nodes.

Very realistic physically-based facial models are usedrtaukate results of facial
surgeries. In such facial models as presented in Koch e&/85] or Aoki et al. [11]
the goal is to represent a face as precisely as possible naittonsideration of high
computational costs. Koch et al. use the data from photogretmic and CT scans
of the patient face and build the facial model based on noeali finite elements that
gives a highly accurate 'Gcontinuous facial surface. Aoki and his co-workers use
the hierarchical head model based on three layers — skuickes; and skin layer. A
polygonal skull has a jaw movable with six degrees of freedbhascles are attached
to the skull and skin layer and are modeled by non-lineanggti The skin layer is
represented by a mass-spring system and is modified afténgal problem of finding
new energy equilibrium point of the entire spring system.

Another mass-spring facial model is presented by Zhang.eira[157]. They
use Lagrangian mechanics to deform facial surface in resptmnmuscles contraction.
An interesting aspect of this paper is the proposal of lodapéive refinement of the
mass-spring system according to the required accuracydivea facial expression.

2.3.2 Reconstructing Facial Expressions

The principle of performance-based facial animation igigtitforward: the facial ac-
tivity of a real face is used to drive a computer generatefacodel. The input for
such animation comprises of captured facial actions. Tipuca process can be ac-
complished with use of video camera, or more sophisticatgdpenent such as e.g.
laser-based motion tracking system. The obtained dateorsepsed as to reveal the
time-varying parameters used in a particular facial mo#lethe end of the processing
pipeline, the computer generated character repreducigial facial expressions is
shown. Commonly, this technique is used in video confereqnar synthesis of virtual
actors.
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In order to obtain realistic synthetic face for a specificsper, the mesh usually is
prepared beforehand. Data for building personal face mzatebe taken from various
sources for shapes, colour, and texture [82, 93, 121]. Thst omonmon are 3D laser-
based scanners. They usually provide detailed regular mepbints representing
facial surface together with texture and colour informati@ther method of collecting
shape information is to use 3D digitisers (mechanical, stiouor electromagnetic)
or photogrammetric techniques. Personal mask is laterteddp general animation
model which is used throughout the system [95].

Reconstruction of facial expressions can be either pedooe-based, or analysis-
based approach. Performance-based approach is basedkingrearious points on
a live actor’s face and texture-mapping images onto the nlyidg model. In that ap-
proach a simple polygonal mesh is used and facial animayiotihssis can be achieved
at little computational cost. In fact there is no analysisbénges on the input im-
age. At each time-step the position of landmark points isstierred to both mask and
texture, which are modified according to their new positions

The pioneering work in reconstruction of facial expressizas done by Lance
Williams [139], who mapped motions of a live performer on gual human by track-
ing 2D position of the markers on the performer’s face. Geeat al. [69] extended
this approach to capturing 3D positions of the markers tomstuct 3D facial geom-
etry. Additionally they captured also colour informatianmodify the texture applied
on the reconstructed face mesh. Fidaleo et al. [62] useHitrgqof landmark points
to drive facial geometry animation based on volume morphimgjclassification to en-
code dynamics of wrinkles, eye blinking and motions thata3D texture animation.
Performance-driven facial animation can lead to very stialresults. Unfortunately it
has one big disadvantage: it is restricted by availabilityhe performer and equipment
needed to record and track facial deformations.

Analysis-based approach consists of extracting inforonafiiom a live-video se-
quence and giving it as input to the animation system. Sufdhrimation corresponds
usually to muscle contractions or determination of FACSidxctUnits. The visual
changes on the face are analysed and the decision is madeaaiivation of facial
muscles. This information is later sent to animation sysigh the appropriate facial
expression is generated. This kind of approach is e.g. preddy Choe et al. [33]
They estimated the activation of facial muscles from thgettaries of the markers
placed on the performers face. Estimated muscle activatere further used to con-
trol facial animation. Terzopoulos and Waters [131] estadanuscle contraction using
deformable contour state variables. Their model incorgsrBACS that allows coor-
dinate muscle contraction and provides a more user-fiyent#rface. In Thalmann et
al. [95] feature points were tracked by colour-sample idieation and edge detection
and then mapped to appropriate motion parameters (MPAsR)dtive facial anima-
tion. Essa and Pentland [58] used optical flow to measuralfa@ition coupled with
feedback control theory to estimate muscle control vagisbl

The big advantage of analysis-based reconstruction ighikadnimated character
does not have to represent the exact face of the captureohp@&3, 132, 91]. It does
not have to represent a human face whatsoever! To animateasvictual character,
firstly, the correspondence between neutral expressioheobtiginal (captured) face
and the face of animated character has to be establishedr, Liz¢ expression map-
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ping is done by calculating differences between neutrad fawd characteristic facial
expressions (for original face). This difference is therpped (possibly non-linearly)
on corresponding points of a virtual character.

Very often systems for reconstruction of facial expressiare used to predefine
realistic facial expressions together with their dynamasge. This thesis presents a
similar approach, but we show how to take one step furthesulrapproach, not only
the actions of a predefined facial model are reconstructgdglbo the model itself is
directly derived from available recordings. The recordirge used firstly to define
the underlying facial model — to define parameters themsesee chapters 4-5) —
and secondly to reconstruct facial expressions (chaptemrdhis respect, our work
is closely related to the work of Ezzat [59], who extractedibamages from a set
of recordings (therefore building up a model), and then ukech to synthesise new
sentences.



Chapter 3

Computational Techniques

Description of the computational models and algorithmst thie used
throughout the processing pipeline.

In this chapter, we present a short overview of the compnatitechniques which are
necessary to implement a facial animation support systeroaise of the fact that such
a system spreads over multiple computational disciplitesfollowing sections touch
the relevant topics only briefly. For more in-depth discossiand implementation
details, the reader is advised to look into the cited mdteria

3.1 Computer Graphics

Description of computer graphics techniques utilised tplement facial
model presented in this thesis.

In this section we present techniques and graphical systédedy used in a field of fa-
cial animation. In contrast to the topics presented in pnesichapter, we focus here on
the specific algorithms, data representations, and madetiols which are needed for
implementing the facial animation in a computer system. \Akeelalready described,
in general terms, the fundamental approaches to modifyoif surfaces over time,
without looking into the specifics of the computer repreagoh of those surfaces.
This section fills the remaining gaps, and presents the nwetron approaches to
representation of 3D objects in computer graphics, withusoon techniques usually
adopted in facial animation.

As a next part of this overview, we present the animationnapke — interpolation
which allows for smooth motion of objects between key-framén different forms
(interpolation between vertices, parameters, muscleatiin etc.), interpolation is
widely used in facial animation. The last part of this satfresents a software in-
terface to graphics hardware — OpenGL. It is the industnydsied, which was used in
implementing our facial model.

25
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3.1.1 3D Modelling

The problem of representing, and later displaying, 3D dbjand surfaces is the main
topic of computer graphics. Generally, there are two mategmries of geometri-
cal primitives: volumes and surfaces [114]. Volume basgde®entations can be fa-
cilitated with use of constructive solid geometry (CSG),atomic volume element
(voxel). In case of CSG modelling, objects are represendegt@ups of primitive ob-
jects (planes, spheres, cubes, cones etc.) combined usiolga® operations [63].
Because of the fact that human face is difficult to represéttt this method, CSG is
rarely used in facial animation. Similarly rare are usesmfels in facial animation
area. The volume element representation is rather impeddti facial animation as
it requires huge amount of memory. They are sometimes usebtsin a 3D repre-
sentation of detailed anatomical structure of a human facenkdical purposes (e.qg.
surgical planning) [25], but facial deformations are factimplex to be animated on
voxel models [114].

It is therefore not surprising that the majority of facial deds is based on surface
representation of the 3D scene. There are three most comrags of representing
a surface in 3D environments: implicit surfaces, pararoenirfaces, and polygonal
meshes [63]. Implicit surfaces are analytic surfaces définyea scalar field function.
Each scalar field defines in fact an infinite family of surfafresn which a single is
chosen by a single real parameter. This type of surface igéscris often used in
scientific modelling and visualisation, but have not yetrbeged in facial animation.

Parametric surfaces are defined with use of parametriciimsctisually based on
cubic or quadric polynomials. The advantage of using suaktfans to model a face
is that they nicely approximate the smoothness of facialfea. The inherent smooth-
ness of this representation is disadvantageous when biegrtine areas with high den-
sity of geometrical changes, however. The most common petransurfaces in facial
animation are bicubic B-splines [104], and hierarchica@ines [137].

The majority of facial models use polygonal surfaces forragimation of 3D hu-
man face [112, 138, 96, 93, 115, 145]. The popularity of treséaces results from
both simplicity of polygonal representation, and the hadwfacilities for display-
ing polygons. Polygonal surface is defined by set of vertared polygons formed
as ordered sequences of vertices. Usually, vertices amected to form triangular
or quadrilateral polygons. In case of most of the graphi¢svsoe (and hardware),
polygons with higher number of vertices are internally daposed into sequences of
triangles. Polygonal surfaces can have regular or irreguksh topology. Regular
mesh topologies organise vertices in a regular array — thegs form a regular pat-
tern in some coordinate system, and the sizes of the polyay@n®ughly the same. In
irregular topologies, density of the mesh depends on tHfacicurvature. Areas with
high surface curvature are defined with higher number ofgmhg than the ones with
low curvature. In case of human face, the areas with highityeare: nose, mouth, and
eyes. The forehead, can be represented with the low derighg onesh, unless wrin-
kles are geometrically modelled. In designing the polydaresh for facial animation,
one needs to consider its dynamic properties as well asaitie $orm. It is important
that chosen topology allows modeled face to be flexible ehdaogepresent subtle
facial movements. Mouth and eyes require special attenéisthe most changes on
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Figure 3.1: Face represented by irregular polygon topology

the face resulting from showing facial expressions appethrése regions. Figure 3.1

shows an irregular, polygonal mesh constructed for theafawbdel presented in this
thesis.

3.1.2 Geometry Interpolation

Interpolation, in general, allows to calculate attributdsmnging smoothly between
some given values. In the simplest form, a linear interpafaineans that the attributes
change linearly with some parameter. In facial animatibis, parameter usually refers
to the time passage between the key-frames in which thel igetmnetry is defined.
For example, in one dimensional case, the intermedate vthe given attribute; is
calculated as follows:

v; = (1 — @)vs + ave (3.1)

wherewv, andv, are the values of given attribute respectively in startind anding
animation frame, and is a interpolation coefficient that ranges from 0 to 1. Linear
interpolation is widely used in facial animation becausiéfficiency and simplicity.
The interpolated attributes may be of direct geometricalma(e.g. vertex positions),
but they may also represent some indirect facial parameigr pseudo-muscle activa-
tion). For example, Sara et al. [126] uses linear interjpahefor calculating inbetween
values of spring muscle force parameters to obtain mouthation.

The facial motions are not linear, however. They accelexatbdecelerate at the
beginning and at the end of an animation. To obtain morestgalnotions,« co-
efficient can be replaced by non-linear time function [14, 83r example a cosine
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function placed instead @f parameter results in realistic motion patterns, which are
superior to the linear interpolations [111].

3.1.3 OpenGL

OpenGL [5] is an industry standard Application Programmimtgrface (API) for ren-
dering 3D graphics. It has been developed initially by 8iicGraphics company, and
later put under the supervision of Architecture Review BId&{, which now controls
its development. OpenGL has been implemented on multitfigiéatforms, both in
hardware and in software. It moved from the obscurity of higitofessional graphi-
cal workstations into almost every computer currently soidhe market. It became a
generally recognisable brand, thanks to its appearanteihlock-buster movie “Jur-
rasic Park”.

All of these advances of OpenGL as a platform, have been maskihpe by very
wise and forward-thinking design decisions. Firstly, Operoperates on abstract no-
tions of objects in 3D space, with possibility of applyindfeiient transformations on
them before they reach computer screen. In this way, prograritten for OpenGL
are independent from the capabilities of the underlyinghieal hardware. Programs
written for OpenGL years ago, can still be recompiled andannoday’s computers,
even though almost all aspects of graphics software anavaaecchanged enormously.
Secondly, the OpenGL specification does not define the owdastine graphical oper-
ations on the per-pixel basis. Different implementatiorsadlowed to display slightly
differentimages as result of the same set of commands. Qpsta@dard is very strict
about the internal logic of the rendering pipeline, but lbos actual displaying details.
This feature allows it to be properly implemented on a wideyeof hardware/software
platforms, with differing capabilities, and differing pressing power.

In order to achieve such flexibility with respect to workingrgonment, OpenGL
has been designed as a state machine [22]. Each OpenGL ieqtigion must con-
form to the specification when it comes to the state variatthessr meaning, and in-
ternal logic. OpenGL commands change the state of the machird/or modify its
variables, in a strictly defined manner. State variablehef@penGL library define
such things as colour definitions, transformation matriaetve rendering buffers etc.
The standard also defines exactly, in what order differerialbes are used to perform
the rendering of the scene.

In recent years, due to the rapid development of capabkiliieendering hardware,
OpenGL started moving away from fixed functionality statechiae, towards a more
general programmable rendering pipeline approach. Cureeision of the library —
OpenGL 2.0 — even though upwards compatible with all previgersions, allows for
programmatic intervention into most of the parts of renuigpipeline. What used to be
a predefined operation on a state machine is now a progrartewin OpenGL Shad-
ing Language), which can be substituted by another routitheiprogrammer wishes
so [4]. These recent changes reflect directly the directiomhich the graphical pro-
cessors moved away from fixed functionality towards gergn@tessing capabilitiés

Lt is interesting to note that for years it was the other wayuad: the hardware evolved in the direction
of implementing full OpenGL capabilities!
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OpenGL deals with the specifics of 3D rendering and does raviighe support for
GUI programming issues. The user interface, and intenaetith windowing system
must be created with some other toolkits. Traditionallg thinimal glue between
OpenGL and the native graphical environmentis provided b @rary. It is of very
limited use though, and does not provide any structured Viapmmunicating with
the user. For that reason, many GUI toolkits incorporatenteéhods for constructing
OpenGL contexts. It is the most beneficial to complement e af OpenGL with
some GUI toolkit which is multi-platform as well. For our pases, we chose the
TrollTech’s Qt library [6].

3.2 Controlling Animation Flow

Abstraction layers for controlling facial animation.

By controlling animationwe understand the way in which user communicates with
the computer system about changes necessary to producévatian. The methods
for controlling animation range from explicit control toghily automated control. In
case of explicit control, the user has to specify all chamgéise animated objects that
are needed to generate the resulting animation. It mearg$to define changes in
positions, shapes and attributes (e.g. colour, texturéhebbjects. Changes in the
positions and shapes can be applied by defining new positiwnertices, by defin-
ing mathematical operations that have to applied on the ateithobject (translation,
scaling, rotation etc.), or by defining key-frames of anioratind desired interpolation
method. Explicit control of animation is the most basic, #reimost straightforward to
implement in the animation system, but at the same time, th& difficult for the ani-
mator. It is often used in typical 3D modelling software (88§ Studio Max, Blender,
Maya etc.)

Each higher level of animation control is supported by soorenfof knowledge
base integration. It takes description provided by animatoa particular level of
abstraction and translates it into explicit control parteree Depending on the degree
of separation from the explicit control parameters, thied#nt levels of abstraction can
be defined. An example of the highest possible level of fami@hation control could
be typing a text to be spoken by a virtual human. A system wigh hbstraction level
of controlling animation should in turn produce a virtuahcicter speaking the typed
text and showing behaviourally appropriate facial expgoesswithout any further input
from the animator. Currently most of the systems for facrafreation provide some
higher level of animation control [85, 77, 120, 141]. Furtimethis section we describe
various abstraction levels that are most often used inlfanianation systems.

3.2.1 High Level Control of Animation

The first step of separating the user from explicit modifaatof 3D geometries is
achieved through introduction of model parameters. Tharpaters group some ver-
tices of the facial mesh together, and allow for simultarsathanges in their positions.
Typically, the parameters are given some intuitive labgléch suggest the type of ac-
tion performed (such as e.g. “mouth opening”, or “head roté}. Accompanied with
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appropriate GUI element (most often a “slider”), they allfow straightforward mod-
ifications of the facial appearance. It is a big step away fexplicit control of facial
geometry, and allows for much more intuitive interactiothithe modelling software.
Therefore, to some extent it is readily facilitated in mariynwdern 3D modelling
packages. However, as previously described in sectiof,Z8ntrolling face on this
level of abstraction is still tedious, and can result in afistic facial expressions (on
physiological, or behavioural level).

In order to reduce the burden of animation, and to improveehalts, many of the
facial animation systems, move the user control to highei$eof abstraction. In such
systems, the animator is presented with sets of predeficed &xpressions related to
emotions, conversational emblems, visemes etc. [36]. lamn@r mirroring the previ-
ously described abstraction step, these predefined eigmesse formed by grouping
model parameters together. Often, new parameters arelirtted, which represent the
intensity of given expression. To some extent, this levamifnation control is inde-
pendent of the underlying facial model. The user operatésiorterms of abstract
facial expressions, which in turn are translated into cearaf model parameters. The
process of translation is model-dependent, but the degmrifiself is not.

In order to further simplify the animator’s task, the timidgpendencies between
different expressions can be introduced. For example, @annivord can be translated
into a sequence of viseme-related facial expressions,agiiiopriate onsets and off-
sets. The process may be further improved by using speecgniion to synchronise
the movements to the recorded utterance [1]. Another typicample of automation
on this level, is introduction of blinking at specified, $lity randomised, time inter-
vals. This is a physiologically motivated occurrence, vitdan be therefore introduced
into the animation flow without explicit user interventidil[7].

3.2.2 Scripting Languages

Typically, in computer animation, the workflow is concettchalong the time-line,
allowing the animator to put different occurrences at diesgtipoints in time. This
mode of animation design, is certainly the preferred onepfmple with substantial
amount of experience. However, most of the people, thinkiathe passage of time in
terms of discourse elements rather than milliseconds,aondss. We think of a smile
appearing on someone’s face when he hears good news, orradmuing in response
to the question. In this manner, the textual content of theversation defines the
time-scale, and synchronises our facial activity. It igréfore, desirable to allow for
facial animation to be anchored to the concepts of uttergresmtences, and dialogue
actions.

One of the possible approaches to formalise the notion ccdpdependence of
facial animation, is to use a markup language to supplerherteitual content. Using
such approach, the facial animation is scripted rather tigrally designed. One of
the examples of such approach to facial animation (or ratheracter animation) is
Virtual Human Markup Language (VHML) [98]. VHML defines a sdtags with their
attributes, which can be placed in appropriate places of texfurther interpretation
by the animation system. VHML is completely model agnogtiat is, it does not
require any capabilities of the animation system. Dependimthe system implemen-
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tation, some parts of the markup are used for controllinghation, others are ignored.
VHML comprises of following sub-languages:

e Facial Animation Markup Language (FAML)

Body Animation Markup Language (BAML)

Speech Markup Language (SML)

e Dialogue Manager Markup Language (DMML)

Emotion Markup Language (EML)
e HyperText Markup Language (HTML)

In our case, the most interesting part of the VHML is contdingthin FAML, which
allows for intuitive control of the facial animation.

Independently on the details of the scripting languageifipaton, it must contain
a set of predefined primitives, which are used to generateatiun. In FAML, these
primitives are tags with specific meaning, and with assedidacial expressions (or
sequences thereof). The collection of such primitives ig gémilar to what we would
normally consider a dictionary. For each primitive, a dggn of its morphology, its
syntax, and its semantics is provided. Such nonverbalodiaty can be constructed
either in a closed manner (as in case of FAML), without paksilof extending it, or
in an open manner, as a system for gathering the facial esipreswhich are useful in
given application. In case of an open nonverbal dictiosag#icient way of dictionary
look-up must be provided, both from the textual, and viswahpof view [42].

3.3 Knowledge Engineering

Presentation of various mathematical methods used forgasiag and
handling data.

The models and algorithms described in the previous sextoa directly related to
a visual part of facial animation system. They determine t@wnodel and control
facial geometry, how to represent additional attributehsas: textures, surface colour
or lightening conditions. In this section we present the potational techniques that
were used throughout our processing pipline. We start wadtdption of optimisation
method that was used to model basic facial movements. Thexxplain the concept
of fuzzy logic. It is a problem-solving control system metlotogy applied in our sys-
tem to keep the facial model parameters within the allowetfanovement subspace.
The last part of this section contains description of twoupesvised methods: Prin-
cipal Component Analysis (PCA) and Self-Organising Map®@NB. Their aim was
to prepare and process data collected from the recordingslar to extract blocks of
frames with relevant facial expressions.



32 CHAPTER 3. COMPUTATIONAL TECHNIQUES

3.3.1 Data Fitting

When dealing with a large body of the measured data (painrsmftiand output vec-
tors), it is often desirable to extract from it some functbform describing the data
closely, with limited number of parameters. Such a fun@ldorm is useful for exam-
ple for: data compression, predictive purposes, or knogdesktraction. Depending
on the purpose of function fitting, radically different fosraf functions can be used.

Feed forward artificial neural networks (FF-ANN) are oftesed in connection
with predictions based on large amount of collected data:ARNs together with
efficient fitting procedure such as e.g. error back-propagatorm an unstructured,
nonlinear optimiser, which can be used to fit the networkaasp to the collected data.
In process called training, the network internal paransetee efficiently adjusted, so
as to minimise the deviation of the response from the medstaiees. After training,
the network can easily provide responses for the input galoeexisting in the original
data set; hence its predictive behaviour. The applicghlithe FF-ANNSs is limited
by the fact that they operate in a black-box manner: there @irect way of extracting
the information on interdependencies available in theioaigiata.

In order to extract the knowledge on the internal structdréne available data
set, one often constructs fuzzy systems with adjustablanpeters and rules. In a
fuzzy system, the input data is firstly converted into a sdtipty sets, describing the
properties of the input space. Later, in the fuzzy-logiealsoning part of the system,
a set of rules is applied to obtain the output fuzzy sets espanding to the properties
of the measured output vector. Those sets are then convettedumerical values in
the defuzzifier part of the system. After optimising the fusystem parameters to fit
the measured data, the fuzzy-logical reasoning can besathty yield the knowledge
in the form ofif-thenrules.

In this thesis, we use the function fitting in order to obtagoepact description of
the changes of facial geometry. This goal is achieved byuteteitg a general (param-
eterised) functional form of the facial displacement, attahfj it to the measured data.
The optimised version of the generic function can later paseed on the generated
face [145]. In order to fit the function to the data, we use Mellead method for
nonlinear, unconstrained minimisation of the error funieti105]. This minimisation
method works by first starting from an n-dimensional simplgeneralised tetrahe-
dron), and modifying it according to a predefined set of rulggil a minimum of the
function is reached by one of the simplexe’s vertices (thabi rule leads to a simplex
with lower value of the function). The rules in Nelder-Medgaithm allow for:

reflection — in which one of the vertices is reflected across the hypeefiarmed by
the remaining vertices,

expansion — in which one of the vertices is moved away from the hypempfanmed
by the remaining vertices,

contraction — in which the point is moved closer to the hyperplane formgdhe
remaining vertices,

shrink —in which the whole simplex is scaled down around one of iiafgo
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Together with appropriate ordering of the simplex’ versicthe algorithm allows for
the efficient minimisation of multidimensional functiomgthout any (implicit, nor ex-

plicit) knowledge of their derivatives. The algorithm itiefore readily implemented
in most of computational packages, such as Matlab, or Madtiemn

3.3.2 Fuzzy Logic

Fuzzy logic is a conceptual superset of conventional Boolegic. While Boolean
logic operates on binary variables only valuated 0 or 1, ¥uagic allows to take any
value in the rang€0; 1]. This extension was first conceived in the 60’s by Dr. Lotfi
Zadeh, professor at the University of California at Berkelewas aimed at modelling
natural language together with its uncertainties [155% iHea was, to enable a control
system to accept imprecise input, and yet be capable of makintrol decisions; the
same as people do. Fuzzy logic incorporates a simple ruledibX and Y then Z
approachto solve a problem based upon imprecise, noisyissing input information.
It concentrates on problem solving rather than trying to eldlde system formally, if
that is even possible.

Just like conventional logic, fuzzy logic defines severaibdogical operators, to
be combined in more complex processing structures. In nm@skeimentations only
three operators are required:

truth(—A) := 1 — truth(A) (3.2)
truth(A A B) := min{truth(A4), truth(B)} (3.3)
truth(A v B) := max{truth(A), truth(B)} (3.4)

While the implementation of fuzzy negation (3.2) is undigul) the implementations
of other operators may differ. It often is, for example, resaey for the operators to be
differentiable. In such case an alternative definition abanrand intersection operators
is:

truth(A A B) := truth(A) - truth(B) (3.5)

truth(A v B) := 1 — truth(—A) - truth(—B) (3.6)

All of the above definitions are non-conflicting with tlegtension principlevhich is
one of the core ideas in fuzzy logic. The extension princiibges that the fuzzy
logical operations should yield the same results as relspddbolean operations when
restricted to values from the traditional Boolean §&t1}. It must be noted, though,
that the extension principle should not be followed to itdHast extreme. If we, for
example, require some of the tautologies from traditiongid to hold, such fuzzy
logical system collapses to the strict equivalent of Boollegic [55].

3.3.3 Explorative Data Analysis

In this section we describe two unsupervised methods. ipah€omponent Analy-
sis (PCA) is a projection method based on linear transfdonatf data, that reveals
interesting structure in the original dataset. It maximiggeasure of interestingness
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represented by the variance in the data. We applied it onatasdt (see section 7.2.2)
to reduce dimension and noisiness of the data. Self Organidap (SOM) is a sim-
ple neural network that organise high-dimensional data lm-dimensional (usually
2D) map in such a way that nearby clusters are more similar digtant ones. The
application of SOM in our processing pipline (section 7.3kvintended to cluster the
extracted facial expressions with similar expressionsiged to neighbouring clusters.

Principal Component Analysis

Principal Component Analysis (PCA) is a well-known multiede statistical method
for reducing the dimensionality of large datasets. It isdolagn linear transformation
of the dataset so that it is expressed in the most efficienparglmonious way by the
set of new uncorrelated variables called Principal Compts@Cs).

Let’s consider the dataset consistingwofectors ¢, € R™, k € 1,2, ..., n) repre-
senting observations of. random variables. This dataset formsrank n data matrix
X, with its (m x m) covariance matrixC;. Each element;; of the covariance matrix
C, is equal to the covariance between ifeandj*" elements of the vectots,:

n
cij = cov(x;,x;) = ni 1 ;(l’ik — 7)) (T — T5) (3.7)
From the practical point of view, finding the PCs means findifggnvectors; and
corresponding eigenvalues of covariance matrixC,, [75]. Finding eigenvectors and
eigenvalues for matrices bigger tharx 3 is not an easy task, however. Fortunately,
most of the available math packages (Maple, Matlab, Octde¢hematica) efficiently
provide solutions for eigendecomposition of a matrix.

Once, the eigenvectors are found from the covariance métgy can be put in a
matrix E with one eigenvector in each row:

E = (3.8)

Such constructed matrik forms the transformation matrix between the original space
X and the new on&’, defined by the eigenvectors:

Y = EX (3.9)

Eigenvectors; sorted according to descending eigenvaldesre called Principal
Components. Eigenvalug is, in fact, equal to the variance of the dataset along the
eigenvectoe;, thus PCs are ordered accordingly to their contributiorhtowtariance
of the data. The first PC represents the largest varianceeiddka (the most signif-
icant relationship between the data dimensions), the seB@hrepresents the largest
variance in the data which is uncorrelated to the first oné samon.

Because PCs are orthogonal, they measure different “diovesisn the data and
express the data in the most efficient way. That means, where th a dependency



3.3. KNOWLEDGE ENGINEERING 35

between the original data, some eigenvalues of the PCs caa lmsv to be virtually
negligible (some of them can be even equal 0). We can ignampoaoents with small
significance and represent original data using only thesfirstm largest components.
In this way, the new data is represented with less dimensiamsthe original, and still
the variation in the data set is adequately described by sneaa few PCs where the
eigenvalues are not negligible. Of course, in this way wadogome information, but
the advantage of representing large dataset with smaltebauof new variables (PCs)
is usually much more important than precise representafitine data.

Principal components have been used for various applitatioimage processing
and face animation. It has been successfully applied todatection and recognition
or to construct linear models of shape and motion in imagé4,[22]. In 3D facial an-
imation, PCA is usually used to study the dynamics of thectetefacial feature points
and then to define a new parameter space for driving faciahaion [76, 90, 13].
A representative technique, which applies PCA for speedmation employs two
phases. In the first, training phase, marked facial featoietp are tracked in the
recordings. Since the movements of the points on the fackighdy correlated, per-
forming PCA on obtained 3D trajectories of facial featuread to a great reduction
of dimensionality in the data. The first few principal compats (from 5 in [90] to
20 in [13]) are used to create a new parameter space and tbayi@mpact 3D de-
scription of selected visems (or more generally facial egpions), which are mapped
onto eigenspace with one weight vector for every viseme.y Toiem the key-frames
of the speech animation. As the principal components reptdake directions which
correspond to the most correlated movements, the intdipolaetween visems in the
eigenspace animate the underlying face with reasonabligtieanotions. Kshirsagar
et al. [89] additionally used recordings of six basic emdido generate expressive
speech animation. To blend speech animation with emotiEnweighted addition of
the viseme and emotion vectors is calculated in the exgmesgiace, and the resulting
vector is used for speech animation. Kuratate et al [90] &&4 and linear estimator
algorithm to drive facial animation directly from a smalk &8 points) of measured
positions on the face.

In this work, our motivation for using PCA was different fraitme above exam-
ples. As we will present in section 7.2, we applied PCA ondhpbints trajectories,
not to create a new parameter space for driving facial amdmgalbut to compress the
collected data, and from the recordings of a spoken perstextthe frames in which
the subject displays relevant facial expressions. Unlikéhie previously described
approaches, where the mouth movements were of the highestst, we wanted to
separate (and later remove) facial movements resulting gpeech, and to take into
account only the remaining facial activity which is the direonsequence of displaying
facial expressions (emotions and conversational signals)

Self-Organising Maps

The Self-Organising Map (SOM) is a data visualisation téghe, invented by Prof.

Teuvo Kohonen in the early 1980s [87]. Currently, it is onéhaf most known neural
network algorithms based on unsupervising learning. Iswsself-organising neural
network to represent high-dimensional data in a discredeesthat provides clustering.
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The graphical representation of SOM is in the formneflimensional (usually 2-, or
1-dimensional) grid of neurons (map of nodes) that are @0 perform a multidi-
mensional scaling [88]. The high-dimensional data is mdpp&o neurons in such
way that relative distances between data vectors are paskeln this way, it reduces
dimensions and displays similarities in the data. Numbaneafrons determines the
accuracy and generalisation of the SOM.

Let us take into account a datasetrofdimensional vectors, € ®,,, and a 2-
dimensional array ofi neurons. The neurons in the array are connected to the neigh-
bouring neurons of the map. Eveit}* neuron in the map is associated with an
dimensional weight vectap; € R, (representative) initialised with some (often ran-
dom) values. Each map node serves as a prototype of a classilaf nputs.

The first step in the learning algorithm consists of takirgyfindom sample input
vectorz, and determining the neuron which best represents a given.iBgcause the
input vector and weight vector are of the same dimensigpalisimilarity metricd;
for eachi® neuron can be calculated. The similarity metric is takenetthie common
Euclidean metric:

(3.10)

wherei is a number of the neurony; is its weight vector, and;, is a sample input
vector. The neurofnwith the lowest valuel; is referred to as winner node

In the next step, the weight vectors of thianner nodeand its neighbourhood nodes
are modified to better represent the input vector. Whichhisgr nodes and to what
extend they will be modified is defined by two parametersalijtiset by the user:
learning rate, and neighbourhood size. Learning rate defioev muchwinner node
will become more similar to the sample input vector. The hb@urhood size de-
termines the surrounding nodes which will be also modifietie Thagnitude of the
changes depends on the distance of a node fromwitieer. The close nodes are mod-
ified more than the distant ones. In this way, a new selectaat Mector is “attracted”
to the area influenced by similar input vectors. This stegepeated for each input
vector, one by one, and modifies weights vectors accordiifghen the algorithm has
been gone through all input data, the values of learningaateneighbourhood size
are decreased and the whole process is repeated. Usuallypdiate rule for the weight
vectors is defined as follow:

wi(t+1) = wi(t) + o () (xr — wi(t)) (3.11)

wherew; is a weight vector of*" neuron,z;, is an input vector, and represent the
iteration number. A factot;;(t) defines the magnitude of changes towards the input
vector, it is a function of learning rate, neighbourhoo@send the metric betweeft
andj*" map node, wherg* node is thavinner.

This step is repeated until the map is in (the vicinity) of a&fixpoint or the maxi-
mum number of iterations is reached. It's good to start tgergthm with a rather large
learning rate and neighbourhood, and decrease them ghadughg the learning pro-
cess. Such approach ensures that the global order is fouhe atart, and then the
local corrections of the weight vectors are performed tigashe input data to its final
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location. After the training process has been finished, thp should be topologically
(according to the used metric) ordered. Map nodes whichiariéas will group input
vectors together in input space.

The SOMs were originally applied to speech recognition byadétwen. Currently,
it is widely applied to analysis and as a visualisation métfay large, complex, un-
classified datasets [156, 135]. The most important appiecabf SOM include pattern
(e.g. handwriting) and speech recognition, diagnostianéuicine, process control,
robotics, and economical analysis [29, 43, 148].
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Chapter 4

Modelling Basic Movements

Principles of the developed facial model. Description @& thethod of
adjusting the generic model to a specific person. Validatibthe model
adapted to a specific person and real facial movements fergthison.

There are many methods for describing the changes on a hwoanHat form a spe-
cific facial expression. One of the methods is to provide dakedescription of the
phenomenon e.g. “eyes shut and mouth a little bit open”. A@otvould be to give
some quantitative description in terms of geometrical gearof the face e.g. MPEG-4
standard [107, 127]. In our system we use the Facial Actiodit@pSystem (FACS)
where each facial expression is described in terms of Adtfioits (AUS) [144].

The aim of our project is to tie the analytic and generativespaf the facial ani-
mation system closely, and at the same time to reuse as mubb afready available
knowledge about human behaviour as possible. These twe geat the main motiva-
tors of parameters for our facial model. Both of them ares&adtory fulfilled in FACS:
itis widely used for measuring and analysis of facial exgi@ss in psychology as well
as in human-computer interaction systems. FACS providessaription of the basic
elements of any facial movement. And the most importantt afiknowledge about
facial expressions and their dynamics, expressed in FAC8Iréady available from
psychology [52, 12, 28]. It is this wide acceptance of the eldadr analytic purposes
as well as available knowledge about facial expressiorisrfiaenced our choice.

Our model is performance based (the facial movements areleddom record-
ings of a real person) and at the same time parameteriseldgsoée are not restricted
only to the movements that were actually recorded), sityiter a model presented
by Ezzat [59]. Each facial parameter corresponds to oneeoAtlis from FACS and
is automatically adjusted in such way that the resultingafadeformation optimally
represents the AU performed by the subject on which the misdedined. Using such
approach, we hope that all existing knowledge about relaligps between AUs and
facial expressions can be almost directly applied on thamaters of our facial model.
Almost, because firstly, AUs are described by observablagémin the face which
appear while their activation. In order to implement partarsewe had to translate this
verbal description of deformations into some mathematgahs. Secondly, FACS
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was developed for binary scoring of AUs. It provides rulestfow to decompose ob-
served expression into the specific AUs that produce theesgpn; whether a given
AU is activated or not. There is (with some exceptions) norimfation available about
the intensities of AUs. In order to produce smooth animatierhad to adapt FACS in
such a way, that we can operate on a continuous control p&easet.

Section 4.1 presents the design of the model for the basial faovements. Fur-
ther in section 4.2 we describe the process of implementiageéveloped facial model.
As facial movements vary in kind of the movement and the af@#loence we distin-
guished three categories of AUs. Their features and therdiffces in implementation
are described in section 4.3. The last section 4.4 contagmsdlidation of the consis-
tence between basic movements generated with our modekahtacial movements
resulting from activation of separate AUs;

It's worth to mention that although there exist already sdawgal models which
employ FACS as a basis for control parameters [138, 122, @approach is excep-
tional. In all other approaches, the AUs are automaticaiypglated to some other
parameter set driving the facial animation. We decided teatly simulate results of
AUs activation, however.

4.1 Generic Facial Model

Specification of facial parameter. The generic formulasdalculating
basic facial displacements.

Each AU can be described in verbal terms in the way that itseoked on the face. For
example one can describe the area of influence of the AU, hisvirtfuence changes
within the defined area and finally what is the direction ofrajes. In our facial model
each parameter simulates result of activation one of AWmfIFACS. For simplifi-
cation, further in this chapter, we refer to parameters fmmmodel as to AUs. To
implement model inspirated by FACS we transformed verbatdption of AUs into
mathematical terms. For each parameter we defined the faligfinctions:

p : 73 — Rt —density function,
U : 12 — RN3 — direction function,
T € [0, 1] —the value of the activation intensity of a given AU.

A density function defines the range of the visible changésdéed by an AU when
it is activated with 100% intensity. When a given AU is acté@ only vertices which
are inside the defined area will change their position. Thergxo which these ver-
tices will be moved depends on the value of the density fonctiFor example, in the
simplest case — for a rectangle area and movement in ondidireit can have maxi-
mal and minimal values on the opposites sides of the reataargl linear interpolation
between them.

A direction function describes the direction of the movetregra given point on
the face when a specific AU is activated. This movement diretdpends on a kind
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of muscle action. For example, for the parallel muscles aih{s from the area of
influence are moving in the same direction (but with diffémr@ovement-density); for
circular muscles all points are moving towards one pointarfaentration. Neverthe-
less, in our approach we do not use explicit muscle actionaltulate the movements
on the face, but we use a functional form of displacement wajaproximates visible
changes on the face appropriately.

The description of facial change is completed with the valiugctivation intensity.
This can be any value between 0 and 1 (no activation, anddiivaion, respectively).

For most AUs we can assume linear dependency between Alsityand effective
displacement. Then, for every powtc 13 on the face, the movement while activating
an AU for which we can assume linear dependency betweensityesnd effective
displacement can be calculated as the product of thesddunsct

Av = U(v)p(v)T 4.2)

where:Av is a vector of displacement,is the position of a vertexl/ (v) is the direc-
tion function,o(v) is the density function and the value of the activation intensity
of the given AU. Note, that this linearity with respect to t@mponent functions does
not mean that the overall displacement function is lindardsultant form depends on
the way in which¥ and¢y are implemented.

4.1.1 Non-Linear Displacement

The formula 4.1 does not hold for AUs that incorporate longvements on a large
area, where nonlinearity with respect to the componenttions becomes evident.
Therefore for all parameters which represent such AUs, ffieeteve displacement has
to be calculated using a more generic formula:

Av = V' (v, 7)p(v)T (4.2)

whereAv, v, p(v) andr are the same components as in formula 4.1 wififlés a
modified direction function, which depends not only on therdinates of the given
point but also on the value of the activation intensity.

In our model, formula 4.2 was applied for all AUs represegti®ad movements
and gaze direction. These AUs incorporate rotation of thelevbbject, and the use
of the direction function depending also from the intensitghe AU activation, was
indispensable.

4.2 Person Specific Model Adaptation

Process of implementation and adaptation of the generiafatodel to a
specific person.

Our model was designed for a system aimed at animating a fatgei context of
non-verbal communication between people or between humamra@mputer. We re-
stricted our implementation only for those FACS parametetsch correspond to the
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Table 4.1: Implemented Action Units.

AU  Description AU  Description AU  Description

AU1 Inner Brow Raiser AU17 Chin Raiser AU51 Head Turn Left
AU2 Outer Brow Raiser AU18 Lip Puckerer AU52 Head Turn Right
AU4 Brow Lowerer AU20 Lip Stretcher AU53 Head Up

AU5 Upper Lid Raiser AU22 Lip Funneler AU54 Head Down
AU6 Cheek Raiser AU23 Lip Tightener AU55 Head Tilt Left
AU7 Lid Tightener AU24 Lip Presser AU56 Head Tilt Right
AU9 Nose Wrinkler AU25 Lips Part AU61 Eyes Turn Left
AU10 Upper Lip Raiser AU26 Jaw Drop AU62 Eyes Turn Right
AU12 Lip Corner Puller AU27 Mouth Stretch  AU63 Eyes Up

AU15 Lip Corner Depressor  AU28 Lip Suck AU64 Eyes Down

AU16 Lower Lip Depressor AU43 Eyes Closed

AUs which really occur in everyday face-to-face communarat To select these AUs
we started from the ones which are associated with basiciensotl17] and which
were also selected by researchers working with systemsUsrracognition [133]. Of
course, we also had to take into consideration the abilipuosubject to show relevant
AUs. After taking the pictures, we did visual inspection keeck whether the captured
AUs satisfy our needs: only one particular AU is activateddiher AUs are shown
with negligibly low intensity) and at the same time this AUdisplayed with maximal
intensity.

In total we have implemented 32 AUs. A full list of implemedt&Us is presented
in Table 4.1. This implementation can be easily extendeth®rest of AUs, however.
All AUs are symmetrical — that means changes on the facidhsearresulting from
activation all implemented AUs occur on both sides of theefathis constraint can
be easily removed from our implementation, however. Thesipdgy of activating
some of the AUs only on one side of the face was deemed unrzydssthe research
presented in this thesis.

Further in this section we describe a process of implemientaf the generic facial
model presented in section 4.1. Described process canalsedd as an indicator how
to adapt generic facial model to a specific person. In se&tiénve present system for
generating facial expressions and animation based omtipiementation of the facial
model.

4.2.1 Data Acquisition

First step in our implementation was to collect data abatiafanovements on the sub-
jects face for particular AUs (for each AU separately). Wd tkmmake 3D measure-
ments of a real human face with a given AU 100% activated. &yt is advisable

that the measured points relate somehow to the used wirefriaum it is not an abso-
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Figure 4.1: Landmark points used to measure changes onltfexss face while acti-
vation AU1.

lute necessity. The only important thing is that the measerds should accurately
describe changes on the face when applying the given AU.

In order to obtain the necessary benchmark measurementskee a subject to
show single AUs with maximum intensity and we took picturés meutral face and
face showing given AUs. We used 36 control markers on onedfittes subject’s face
(see Figure 4.1) and we took simultaneously pictures ofrinvetél and lateral view of
the face. For each picture with one AU fully activated we keatthese 36 landmark
points. Moreover, as control points we used also positidraioh facial features as
mouth-contour, eye-contour and eye-brows. In order toink#a accurate measure-
ments as possible, we also did a visual check-up of autoaligtiound facial features.
In case where facial features were found incorrectly, wertidhual corrections. In this
way obtained measurements gave us relatively preciseigisorof the movement
while activating given AU (see Figure 4.4a). Appendix B grs set of pictures for
frontal view of the face used in implementation of the facmldel.

4.2.2 Facial Image Synthesis

Implementation of the facial model described in sectionigifased on triangular mesh
with non-uniform local density. It is distinctly more denise"strategic” places such
as area around mouth or eyes. The wireframe was modeledxndsiein 3D Studio
Max, it is composed from 454 vertices and 856 triangles. Taps of the wireframe
was built on the basis of an existing person’s face (we usedamthogonal pictures
of a given person with neutral face). Such mesh is texturelddisplayed using stan-
dard Phong shading model. In order to create a texture wetusegdictures of this
specific person: a frontal and lateral view of the face. Bathupes were orthogonally
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Figure 4.2: Texture of (a) face and (b) eye used in the impigatkfacial model.

projected on a cylindrical texture, and blended togethee (Sigure 4.2a). Each eye
is represented by a sphere with uniform density composed frd4 vertices and 224
triangles. Texture for the eyes (see figure 4.2b) was paintddobe Photoshop.

It is important to emphasis two things:

e Although in our implementation we used a model built fronmethobjectsface
representing surface of the skin and teyes but the model itself does not put
any constraints to the number or type of objects which compusfacial model.
Other objects, such as teeth or hair can be easily added. flip¢hing to re-
member is that in case of AUs which area of influence spreadsom these new
objects, the appropriate components should be modifiedsifesnd direction
functions of a given AU should take into consideration ats®influence which
given AU exerts on a new object. More about Multiple ObjectsAtan be read
in section 4.3.3

e Our model was originally developed for the wireframe witmamiform local
density, but the model itself does not depend on any spedifgdname. The only
constraint on the used wireframe is that it has to apprortteg 3D surface of
the face of the modeled person. In Figure 4.3 we present tlifiegent facial
models showing the same facial expression, as modeled bsystem.
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Figure 4.3: Facial expressions generated on wireframés(ajt280 vertices and 508
triangles (b) 454 vertices and 856 triangles and (c) 1768cesrand 3424 triangles.

4.2.3 Fitting of Generic Model to a Specific Person

The first step of optimisation of AUs components consistshinasing a functional
form of functionsW¥ and . This choice was based on the visual inspection of the
character of changes inflicted on the face (as measured iprévious step). While

¥ and ¢ heavily depend on the AU itself, their generic form is indegent of the
modeled person. In this way, once the form of those functisriefined for a given
AU, it can be reused (with different parameters) for modglldifferent persons with
different wireframe models.

To model a¥ function for facial AUs we used the following formula:

U(v) = [cos(a)cos(B), sin(B), sin(a)cos(B)] (4.3)

The above formula is parameterisation of an unitary lengittor in terms of its two
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angles in polar coordinates.

o =vVAvrAsvy + VA3V + Ayvr + 1 (44)
08 =vBiyvrBovy + vBsvy + Byvr + ¢ (4.5)

whereA, A3, By andBs are3 x 3 matrices,As, A4, Bo, B, arel x 3 matrices, and;
andc, are real numbers. In this way the image of the mapgirig a set of unitlenght
vectors with a changing angle. These functions present@anteamplement (in terms
of matrix manipulations) way of varying angles A and B thrbagt the space along
a cubic polynomial. In our first attempts to implement theteys we tried a simpler
linear varying technique (withoud;_, and B;_5), but it proved to be insufficiently
flexible to represent the changes on the face accurateh ABF®representing head and
eyes rotation, th& function has a simple matrix multiplication form resultimga 3D
rotation.

As density function we used one or the sum of two Gaussianeshdp this way
we easily confine the facial movements to a single area ofabe, for in case of the
displacements that are symmetric to two areas on the lefrightthand side of the
face:

o(v) = mexp(—(v —my) By (v —my)/2) (4.6)

or

e(v) = mexp(—(v —m1)"Bi(v —m;)/2) +
nzexp(—(v — my) By (v — my)/2) (4.7)

wheren; andr, are real numbersn; andm, are 3D vectors anB; andB; are3 x 3
matrices. For rotation of the eyesfunction is always equal 1, and for head rotation
it is a smoothed step function with values changing from 1 be@veen the chin and
bottom of the neck.

In the last step of implementation we have adjusted the petensof both functions
characterising given AU in this way that the resulting diggment optimally fit the
measured data. In the generic case (formula 4.2) the nunilfie¥eoparameters that
have to be optimised could grow considerably with the comipleof the functions.
The form 4.1 was designed in such a way that each of the furstias optimised
independently, however. This approach provides a significaprovement in both
speed and accuracy of optimisation.

Parameters of th& function were optimised in such a way that it fits the diremsio
of the displacements. Optimisation was done using Matlakkito We used Nelder-
Mead method for nonlinear unconstrained minimisation, mmmised the following
cost function:

By =) |(Avi = |Avi| U (vy))] (4.8)
=0
wherev; is i-th measured point andv; is measured movement of this point. In this
way, the error in the direction of the vector was weightedigyextent of its movement.
The resulting? function is depicted on Figure 4.4 (c).
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Figure 4.4: Model deformation for AU4 projected on the XY mpda Obtained mea-
surements (a), resulting deformation (#)function (c), andp function (d).

Parameters of the function were optimised in such a way that it fits the lengths o
the measured displacements, so the goal function was:

n

E, = (JAvil = ¢ (vi))* (4.9)

=0

wherev; is i-th measured point andv; is measured movement of this point. The
resulting density function is depicted in Figure 4.4 (d).

Figure 4.4(b) shows resulting movement of vertices in theframe for AU4 after
applying optimised density and direction functions withxinaum intensity ¢ = 1).

4.3 Categories of Action Units

Specification of various categories of AUs; what are theediffices be-
tween implementation of each type of AUs.

We can divide the AUs in three categories based on the kindoeement they inflict
and on which facial objects they act. AUs from these threegmaies differ in definition
and in implementation details, but this division does noeclly depend on the kind of
activated muscles. The categories are namely: Single Objés; Sub-object AUs and
Multiple Object AUs.
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Figure 4.5: Division of the wireframe into two parts for sabject AUs.

4.3.1 Single Object AUs

This group contains the majority of AUs. Their implemertdatis based on finding
appropriate density and direction functions. It is donehireé steps. First of all, the
3D measurements of the changes on the face between thelrfeo&raand the face
with maximum activation of a given AU has to be taken. Nexttlom basis of taken
measurements, the generic form of the density and direfttigstions has to be defined.
And finally, both functions have to be fit on the measuremeaktsrt in the first step.
Such optimised functions can be applied with formula (4r1{4o2) according to the
linearity or non-linearity of the given AU with respect toetbomponent functions.

4.3.2 Sub-Object AUs

AUs from this group are characterised by the fact, that #hetivation results in move-
ment of the upper and lower lip in opposite directions: ligsdime separate (AU10,
AU16, AU18, AU22, AU25, AU27) or lips are sucked into the mio(AU28). Such
movement of the lips induces rapid changes in the densityedisas in the direction
of the movement on a relatively small area of the face (whicllel require a singu-
larity of the ¥ function). Therefore in order to obtain a better optimizatfor this
type of AUs, we decided to divide the wireframe representireggsurface of the face
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Table 4.2: Different facial objects and AUs acting on them.

object AUs acting on object

face AU1, AU2, AU4, AU5, AU6, AU7, AU9, AU10, AU12, AU15,
AU16, AU17, AU18, AU20, AU22, AU23 AU24, AU25, AU26,
AU27, AU28, AU43 AU51, AU52, AU53, AU54, AU55, AU56,
AU57, AU58

eye AU51, AU52, AU53, AU54, AU55, AU56, AU57, AUS8, AU6G1,
AUG2, AU6G3, AUG4

teeth  AU26, AU27, AU28, AU51, AU52, AU53, AU54, AU55, AU5S6,
AU57, AU58

into two parts. This division is defined by the topology of faeial surface and can
therefore be determined independently from the wirefraomdiguration. For the sake
of simplicity, in our implementation we use a single planattintersects with the face
in positions corresponding to the mouth corners (see Figike

When fitting the sub-object AU on the measured data we nowideni total four
functions: two independent density functions and two iredefent direction functions.
Fortunately they act on separate parts of the wireframeins pad do not interact. Ob-
viously, still only one intensity value is used together with either pair of the functions
(depending on the initial position of the point being disgd).

4.3.3 Multiple Object AUs

A model of the face can be built from a couple of objects sucfaes, eyes, teeth.
Usually a specific AU modifies only one object. For example mgthe eyes influ-
ences only the eyes and does not change the face around threthe @nother hand,
closing the eyes acts only on the face and does not have angrick on the eyes.
Although closing the eyelids obscures the eyeballs, thengetry is not influenced by
this movement.

However the activation of some AUs can result in deformamntranslation) of
more than one object. We call them Multiple Object AUs. AUsakhinfluence more
than one object include e.g. all AUs related to the movemetiteowhole head; when
we rotate the head, the rotation acts on the facial surfaceelisas the eyes and the
teeth even though eyes and teeth are not necessarily vigihlether example can be
AU26 — Jaw Drop. Although showing this single AU the mouthlssed, we should
remember about moving the teeth accordingly. When we fomgka combine AU26
with AU25 — Lips Part the teeth can become visible and theyilshbe appropriately
moved.

Therefore while implementing multiple object AUs we haverémnember about
defining appropriate AU components for all of the objectsrfra facial model that a
given AU can affect. In Table 4.2 we present the example oéatbjfrom the facial
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model and the list of the implemented AUs that influence thdramactivated.

4.4 Model Validation for Separate AUs

To what extent are facial movements of real person consigtiéim move-
ments generated with our model?

The goal of this evaluation was to validate the accuracy efdfwoice of the generic
forms of the direction and density function @nd ¢ respectively) as well as the
fitting of those functions. The method for taking those measients is not defined in
our model, and so, we did not validate the accuracy of takeasarements.

In order to validate our model in case of single AU activatwa consider three
different wireframes: (1) a neutral face reference winefea (2) a wireframe fit to
the taken measurements from the recorded face, and (3) &ramre generated by our
model. We assume, that the reference wireframe represeetstaal face of a specific
person, whose facial deformations are modeled in our mottetreate a wireframe
(2) we used the measurements taken from the pictures of tjectishowing a single
AU and used for fitting th& andy functions. Positions of the vertices corresponding
to the markers were automatically reconstructed in thedinate system of prede-
fined wireframe [101]. However, the rest of vertices in theaframe were interpolated
between measured ones, and manually corrected in regiosewisibly inaccurate.
The process of manual corrections involved especiallyicestalong the distinct fa-
cial contours (eyes, mouth, etc.). The used pictures shaoticpkar AUs fully (100%)
activated, and so the validation is performed for AUs atrtheximum intensity. All
calculations were done on the basis of units used in coarlgystem of defined wire-
frame (one unit is equivalent to 1.93 mm on a real human face).

Displacementl for a given AU was calculated as a distance between the positi
of vertices in the neutral wireframe and the wireframe fitte taken measurements:

_ 1 N oM
d=— Z; v —v]M| (4.10)
dmax = _Hllax |V£v - Viw‘ (411)

wheren is the number of vertices in the wireframe the position of vertices in the
neutral wireframe angt™ the position of vertices in wireframe deformed according to
taken measurements.

Displacement errog was calculated as a distance between the position of vertice
in the wireframe deformed according to taken measuremerttdtee wireframe ob-
tained after application of our model:

_ l S M P
e=" Zl VM P (4.12)
€max = INax ‘vfw - vf‘ (4.13)

i=1...n
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Table 4.3: Variation in a number of displaced vertice} @isplacementd), maximal
displacementd,,,,. ), displacement error}, maximal displacement errog,{,.) and
e/dmaz forimplemented AUs.

AU n d dmaw € €max e/dma;v emaw/dmax

AUl 74 19761 7.7789 1.1477 2.8980 0.1475 0.3725
AU2 40 1.3166 5.5904 0.5746 1.9026 0.1027 0.3403
AU4 102 3.1825 10.0893 1.5427 3.2772 0.1529 0.3248
AUS5 38 1.0911 1.7878 0.3049 0.8599 0.1705 0.4810
AU6 110 1.7168 3.7161 0.5374 1.4447 0.1446 0.3888
AU7 88 1.0815 2.2204 0.3264 1.0008 0.1470 0.4507
AU9 180 1.9706 6.0008 0.7502 2.2649 0.1250 0.3774
AU10 178 2.4714 5.8603 0.8416 2.5427 0.1436 0.4338
AU12 162 3.9710 9.8193 1.0690 2.7119 0.1089 0.2762
AU15 130 1.6421 6.9672 0.7909 3.2550 0.1135 0.4672
AUl6 126 29133 8.5149 0.7462 2.6815 0.0876 0.3149
AUl7 129 29030 8.0023 0.7847 2.8399 0.0981 0.3549
AU18 170 45396 15.5103 1.3182 4.8811 0.0850 0.3147
AU20 108 1.8101 3.7458 0.5284 1.4813 0.1411 0.3955
AU22 148 3.4736 10.0252 1.1131 3.4736 0.1110 0.3465
AU23 104 1.1332 2.8670 0.6377 1.7904 0.2224 0.6245
AU24 128 22992 5.2028 0.7525 2.7068 0.1446 0.5203
AU25 122 21431 5.6524 0.5179 2.3435 0.0916 0.4146
AU26 158 3.0490 8.0711 0.7658 2.4085 0.0949 0.2984
AU27 191 12.0392 29.9544 1.7536 7.9826 0.0585 0.2665
AU28 157 2.6453 8.3764 0.7296 2.3653 0.0871 0.2824
AU43 70 2.3467 8.0025 0.4755 1.3982 0.0594 0.1747

wheren is the number of vertices in the wireframe?! the position of vertices in
the wireframe deformed according to the taken measurepemds”” the position of
vertices after applying our model.

The average displacement error for a single vertex is 0.848&h is equivalent
to 1.6 mm). It varies between 0.3049 (0.6 mm) for AU5 and 167684 mm) for
AU27. For comparison, the average displacement on the $28052 (5.4 mm). For
different AUs it varies between 1.0815 units (2.1 mm) for Aaitl 12.0392 (23.2 mm)
for AU27. It seems, that the displacement error depends®siste of the area of AU
occurrence. If the area of occurrence is large (such as in, MUY, AU12, AU15,
AU17, AU18, AU22, AU25, AU26, AU27) the average error is rekebly higher than
for the rest of AUs (see Table 4.3). On the average it is 1.6s{8i1 mm) for the AUs
with large area of occurrence and 0.6 units (1.1 mm) for tis¢ o€ AUs. However,
the displacement error does not depend on the number obdegplvertices. We can
also compare the displacement error to the maximal facialement for a given AU;
which is the most importantin what we see as a result. Thizisal1.8% with minimal
and maximal values respectively 5.8% for AU27 and 22.2% foR3. These values
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are sufficient to generate facial expressions with a satisfg visual accuracy (see
section 5.3).

Another interesting observation can be done by compariagrtaximal displace-
ment errore,, ., and the maximal movement,,.,. for each AU (see also Table 4.3).
We can observe, that for AUs with a small maximal movemersis(kdan 7.77 units,
which is equivalent to 15 mm) the ratio of the maximal errottie maximal move-
ment is higher (about 44%) than for the rest of AUs (about 3Q%dicates, that our
method provides better results for AUs with bigger facialverments and worse for
subtle facial changes.



Chapter 5

Modelling Facial Expressions

Description of the methods employed to generate realiati@af expres-
sions.

Real-life facial expressions rarely emerge from only omglgi AU activation. A typ-
ical facial expression consists of three or even more AUs.ortier to accumulate
changes resulting from the activation of single AUs on a getoical level we propose
two types of Action Units mixers: additive and successiee(®n 5.1). Mixers and
the rules defining which of the mixers should be used for $jpe&U are integral part
of our model.

We have to underline here, that both mixers operate only omgérical level. The
model of the face does not contain any information about #qgeddencies between
specific AUs; how activation of given AU influences the appeae changes caused by
other AUs, or whether there is physiological possibilitystow particular AUs at the
same time, or not. The task of preparing AUs values in suchyatha they can be
directly rendered by a facial model is performed outsidebasic model, by a separate
module called AUs Blender (see Figure 1.1). Ekman and Fri§s4] introduced 5
different co-occurrence rules describing in which AUs camband influence each
other. Adaptation and implementation of these restristionour system is based on
fuzzy processing that extends the Boolean logic describné@®CS. In section 5.2 we
present all implemented classes of interactions between AU

Section 5.3 shows some experimental results and test homodel manages to
generate facial expressions. In section 5.4 we preseneimmited software for gener-
ating facial animation.

5.1 Mixing Action Units

Methods for accumulating changes resulting from the atitveof sepa-
rate AU on the geometrical level. Rules for using differgpes of mixers.

In everyday live people rarely show single AUs. Observedafaexpressions usually
result from activation of two, three or even more AUs at thmesdime. Therefore the

53
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Figure 5.1: Displacement vectors calculation in (a) additind (b) successive mixers
with different AUs order.

definition of interactions between the AUs on geometrice¢élenust be the integral
part of the model. We implemented two types of Action Unitgens.

Additive mixer: In an additive mixer, the composite vectors of the movemental-
culated separately for each of the AUs. Then the resultingoveof the move-
ment is a summation of the composite vectors and can be dapli¢he original
model. In this way the result of the rendering does not dementhe order in
which the AUs are modeled (see Figure 5.1a).

Successive mixer:In case of successive mixing of AUs, the original wirefrarae i
adapted through the successive AU modifiers in a specifia.ofte wireframe
vertices change their positions while applying one AU afirother (see Fig-
ure 5.1b-c). That means, when combining two AUs with a sigteesnixer, in
the first step the wireframe is modified according to the ckangsulting only
from activation of the first AU. In the next step, changes itagsy from activa-
tion of the second AU are performed on the wireframe alreadglified by the
first AU. Therefore, in this kind of mixing, the final result cfndering strongly
depends on the order in which AUs are mixed.

Which one of the above defined mixers is used in a given cortibimdepends on
the types of the AUs that take part in the expression. Gege&ihgle Object AUs,
are combined using additive mixing. The only exception feeethe non-linear AUs
(described by formula 4.2), which by their nature must be loioed in a successive
way. Sub-Object AUs also are by default combined with thetagdmixer. This kind
of AUs relates to the rapid changes in some small areas o&tieeand therefore using
the successive mixing may produce unrealistic and uneggddatial expressions (see
Figure 5.2).

The multiple object AUs present a special case. Generallynwst apply a suc-
cessive mixer with regards to all of the secondary objectsat Theans, that at first
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a) b)
Figure 5.2: Results of combining AU12 and AU25 using (a) aditace mixer and (b)
successive mixer.

we have to modify a secondary object according to the AUs lwhie specific to this
object. Only later we take into consideration the influenicéne multiple object AUs.

For example, in order to move a head we have to activate aieotJs for the face,
the eyes and the teeth first and then the AUs responsibledantivement of the whole
head should be applied on all modified objects (see also Tabje

5.2 Co-Occurrence Rules

Description of fuzzy logical adaptation of FACS co-occooe rules to
establish the rules between the facial parameters.

Changes, appearing on the face while activating several datsdiffer a lot from the
changes inflicted by each of them separately. Especiallynwitie AUs appear on the
same area of the face, the combination of them can invohieegnthew appearance
changes. Besides, without any restrictions, the space pbssible facial expressions
would contain the facial deformations that are physiolaljjcimpossible (e.g. jaw
dropping and blowing cheeks at the same time is not possibEmantically incorrect
(e.g. AU43 eyes closed is contradictory in definition to AUper lid raiser). We
need therefore means to contain the parameters within khweal facial movement
subspace. It is worth noting that this is not something $jgetti FACS driven facial
animation. The same problem is inherent to all parametridetwof the human face.
Only the complex physiologically based models can guaesthte validity of rendered
expressions. To establish the dependencies betweengaceheters in our model we
adapted the AUs co-occurrence rules which take care of plogscal correctness of
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-
100% AU12

100% AU15

60% AU22
(@) (b)

Figure 5.3: Example of (a) separate AUs, (b) their addithfuence on the face and
(c) their combination conforming to the co-occurrencesule

the generated expressions [54]. We ensured that the rebtdiisied from the animation
system comply with those rules in all combinations of moagebmeters.

The description of co-occurrence rules provided by Ekman éverbal form and
operates on a binary scoring system in which any given AU @arither active (1)
or not (0). There are several exceptions to this binary sehem cases where the
intensity of an observed facial deformation could not beadjarded, FACS introduces
three additional categories of AU intensity callledv, mediumand high. They are
denoted by appending to AU’s number one of the letkgys or z respectively.

It is obvious that the facial model cannot be based directlgtiscrete values of AU
activations. The changes in the facial geometry need to vtmus in order to yield a
smooth and realistic (not to mention visually pleasantjreation. That requires a con-
tinuous control parameter set. In order to adapt the réisinie described in Ekman'’s
work, we decided to implement a separate module in our sygldgj. This module
is calledAU Blenderand it resides between the pre-processed user input andttred a
facial model. The AU Blender module takes a list of AUs witkittrespective acti-
vation values and produces a new list which has modifiedatativs that conform to
the co-occurrence rules described in FACS. This procegalized in a form of fuzzy
processing that extends the Boolean logic described in FAG8 comparison of the
rendering results with and without tiéJ Blendermodule is presented in figure 5.3

Further in this section we present all of the implementedsda of interactions
between AUs on the specific examples. Each description deimgntation is referred
by its name and followed with the example notation used in 5A®@/e denote the
incoming AU activations by their respective names and thgaing activations are put
in square brackets. Figure 5.4 contains a chart with cotoeoae rules for selected
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Figure 5.5: Realization gfAU5 A —~AU63) for domination of AU63 over AU5.

AUs that are implemented in our system. The graph in Figutdsbdirected which

reflects the fact that not all of the interactions are muteaj AU15 dominates over
AU12, but changes of AU12 do not influence AU15 at all). Fugt bf implemented

co-occurrence rules is presented in Appendix C.

5.2.1 Domination
The domination rule (e.g63>5) states that if AU63 is activated it overrules AU5. In

other words, AU5 is activated only if AU63 is absent. The Rxoi logic of this rule
would be:

(=AUB3 A AU5) = [AUS5] (5.1)

The fuzzy implementation of the above rule is:
[AU5] = min{1 — AU63, AU5} (5.2)

The changes in the resulting activation of AU5 are depiateeigure 5.5.
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Figure 5.6: AU intensity divided into three fuzzy sets.

Domination of Multiple AUs

(6>7, 9>7). AU7 is suppressed if either AU6 or AU9 are activated. Thisai
straightforward extension of the previous rule:

(-AUB A AU7) A (-AU9 A AUT) = [AUT] (5.3)
Which is equivalent to the following:
(-AUB A ~AU9 A AU7) = [AUT7] (5.4)
Therefore it is implemented as:
[AU7] = min{1 — AU6,1 — AU9, AU7} (5.5)

Domination of AU Combination

(20+23>18) According to FACS, AU20 and AU23 together dominate over 8U1
That means that only if both AU20 and AU23 are activated, Aisl8uppressed:

(=(AU20 A AU23) A AU18) = [AU18] (5.6)
After fuzzification:
[AU18] = min{1 — min{AU20, AU23}, AU18} } (5.7)

Domination of a Strong AU

(15z>12). AU15 dominates over AU12 only if it is strongly activatethe Boolean
version of this rule is simply a realization of the dominatiale:

(=AU15z A AU12) = [AU12] (5.8)

Itintroduces a new logical variable AU15z which represantgsibclass of all facial
deformations described by AU15 that can be consideresirasg In a fuzzy logical
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Figure 5.7: Realization ofAU12 A -AU152) for domination of strong AU15 over
AU12.

implementation, AU15z is actually a function of the valueofivation of AU15. Each
value of any AU can be described in terms of its membershipevad the three fuzzy
sets:small(x), medium(y), high (z). The membership functions that are implemented
in our system are depicted in Figure 5.6.

The final implementation of this rule follows the one desedlior the domination
rule, with AU15z being used instead of AU15 (see Figure 5.7).

5.2.2 Alternative Combinations

Alternative combination means that two (or more) AUs canb®scored in the same
time. In order to simplify the task of generating facial esgsions for an average
user, we did not block activation of these AUs (that meansea s8ll can activate
both AUs) but we introduced special rules that handle thesgnations. In this way
alternative combinations are implemented in two diffexeays. Firstly, from the set of
alternative combinations we selected combinations thstritee opposite movements
(e.g. Head Turn Left and Head Turn Right or Eyes Closed andepw Raiser)
and we implemented their co-occurrence as their activationd accrue. Remaining
combinations are implemented such that the first of themiidlgged in such a way
that its appearance cancels the scoring of the second onecalVhem Exclusive
Combinations.

Exclusion

(18@8). The relation between AU18 and AU28 means that both AUsatmnscored
together. In fact, this rule is actually pretty similar t@tBomination rule, but with

a much stronger interaction between AUs. This kind of behavtan be described as
follows: it is possible to score AU28 only if activation of A8 is negligible small.
This interpretation of the rule yields the following Booteealization:

(AU18x A AU28) = [AU28] (5.9)

In our implementation the AU18x value can be derived fronivatibn of AU18 based
on the definition of fuzzy sets presented in Figure 5.6. Tlselte of fuzzification of
the above rule are presented in Figure 5.8.
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Figure 5.9: Fuzzy logical opposition operator for AUs thefer to the movements in
opposite directions.

Opposition

FACS manual describes the interaction between AU51 and Au&® asExclusion.
However, the verbal description of their interactions isuiall There is no privileged
AU that would take over the other one. AU51 and AU52 descrizedpposite move-
ments of the head. In order to preserve the apparent symuwietng relation we need
a fuzzy logical opposition operator that does not have a &ootounterpart:

[AU51] = max{0, AU51 — AU52}
[AU52] = max{0, AU52 — AUS1}

The resulting activations of AU51 and AU52 are depicted igure 5.9.

(5.10)

5.3 Facial Model Validation

Evaluation of the model for correctness of generated faeiplressions.

Validation of the model for facial expressions was done io steps. First, we tested
our fuzzy-logical implementation of co-occurrence rulesd then we tested ability of
our model to generate facial expressions used in real life.

5.3.1 Evaluation of Co-Occurrence Rules

Adapted from FACS and implemented in tAes Blendemmodule co-occurrence rules
take care for correction of the input activations so thay tthe not conflict with each
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(@) (b) (©) (d)

Expression #1 Expression #2 Combined expr Blended expr

1)
AU5 & AU25  AU22 & AU27

@)
AU1 & AU15 AU9

©)
AUG & AU43 AU7 & AU10 7<6
7<6+43

Figure 5.10: Examples of (a,b) different facial expressi@) combined together freely
and (d) blended properly by applying co-occurrence rules.
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other. Our fuzzy-logic implementation has been tested oride wange of the input
parameters. Figure 5.10 shows, in tabular form, the predestamples of the auto-
matic corrections obtained from those rules. Each row éesitavo independent facial
expressions generated by our system, their uncorrectetination, and the result of
blending them together in accordance with co-occurrenesru

The first example in Figure 5.10 shows the results of appltiregexclusion rule
when combining the expressions containing AU25 and ALZ7@5). It can be seen
that those two AUs when combined together result in an ababshape of the mouth
opening. In the second example, the AU1 is dominated by A4®]. If the domina-
tion rule is not enforced, the resulting animation shows ysally impossible move-
ment of inner eyebrows together with nose wrinkling. Thetrexample shows how
multiple co-occurrence rules can be activated at the same tirhe implementation
allows for the rules to influence any number of AUs in all pblsivays. It is possible
e.g. to activate two dominance rules for the same Ad§ and7<6+24).

5.3.2 Testing Facial Expressions Generation

To demonstrate the ability of generating real facial exgitgss using our model we
performed two tests. First, we have generated 6 basic ensotanger, disgust, fear,
happiness, sadness and surprise. The process of modakisg émotions was based
on definitions given by Ekman, with arbitrary choice of aatien levels. Figure 5.11
illustrates emotions synthesised by our model togethdr vatues of AUs activation.

Second test was based on a visual matching of generatetidapi@ssions to the
expression shown on a picture by a real person. We have tallé8 pictures of a real
person showing various facial expressions. Twelve of thpseires were extracted
from the video recordings in a dialog related context. Onréreaining six pictures,
a subject was asked to show one of the basic facial expres@mger, disgust, fear,
happiness, sadness, surprise). All pictures were takethéosame subject (for whom
we implemented the model). For each real picture, we gesetthtee different facial
expressions with our model. One facial expression was three s the one showed
on the picture, the second expression was obtained by regdvé activation of one
of the AUs, and to the third one we added an activation of one which did not
appear in the reference expression. For each of the 18 sglpicitures, we generated
two of such triples of generated expression. In this way waiobd 36 sets, each of
them containing a single picture of real subject showingafaexpression and three
generated faces displaying similar facial expressiores sgure 5.12).

In the first part of the experiment 25 subjects, between 2068ngkars of age and
with various backgrounds recruited from the students amre$eers, and their relatives,
were asked to choose the generated face whiglsiglly most similar to the original
one. In visual matching they were asked to take into conataer all changes in facial
features (e.g. movement of the mouth corners, eyebrowfidey® gaze direction).
The second experiment was basedewnotionalmatching. Subjects were asked to
choose the generated face which in their opinion repredgéhtesame emotion as on
the original picture and give a short description of emati@nd contextual content of
the selected expression (and to label it appropriately3ule of both experiments are
summarised in Table 5.1.
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0 AUB4=T0% H

Figure 5.11: Examples of six basic emotions generated withmwdel: (a) anger, (b)
disgust, (c) fear, (d) happiness, (e) sadness and (f) setpri

Table 5.1: Results of visual and emotional matching of gateerfacial expressions to
the original picture.

visual matching emotional matching

correct AUs 69.8% 64.0%
removed AU 14.0% 14.0%
added AU 15.9% 20.7%

none 0.3% 1.3%




64 CHAPTER 5. MODELLING FACIAL EXPRESSIONS

(©) (d)

Figure 5.12: Example of the evaluation set. (a) originaltph¢b-d) generated facial
expression.

(@ (b)

The obtained results are very encouraging. In both expaetsn@isual and emo-
tional), the rate at which subjects chose the appropriaterg¢ed facial expression is
above 60%. Almost 70% of good answers in visual matchingfiesthat the accu-
racy of facial deformations in our model (shape of the moesies, eyebrows) is good
enough to recognise a facial expression from the original@iOnly in five evaluation
sets, generated expressions chosen by most of the pantisjpet coincide with the
correct ones. Itis worth noting that there was no differéntbe percentage of correct
answers between the group of 5 “experts” (people who arggdewearch in the field of
non-verbal multi-modal communication) and the rest ofipgrants in the experiment.

When examining the types of mistakes made by the subjectsealized that the
slight differences between two generated facial exprasgisubtle facial movements)
are difficult to perceive on static images. We expect thatliffscts could observe the
movement on the face which led to the given expression, araat ithey would have
a reference photo of a real subject with neutral face andrg&teneutral face, those
results would be even better. The experiments of this kirth(reference pictures, and
with full animation) are planned for the future.
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As seen from Table 5.1, the recognition performance for @mnat matching is
slightly lower. In our opinion it results mostly from the fabat emotional matching
is very subjective and easy to influence (e.g. by other egpes shown in the eval-
uation set or by imaginary scenario in which the given exgioesis subconsciously
placed). This is corroborated by the fact that sometimdgests choosing the same
generated expression on two different sets, giving theesgion a completely dif-
ferent label. Examples of such inconsistent labellingudelconcentratefisturbed
regrethappinessandfuriougdissatisfied, but not angryFurther, from comments ob-
tained from our respondents, we can conclude that the lagkiokles (especially on
the forehead and around the nose) was detrimental to cligddfithe generated faces
and inhibited emotional matching.

We also discovered, that the most of the incorrect answers gigen when the
expressions on the generated faces differed only in the egyebrows were raised.
Coincidentally, this reflects the fact that in our currenpiementation of the model, the
combination of AU1 and AU2 is notimplemented according ®FACS co-occurrence
rules. Instead of properly implementid@ferentcombinations, we chose to treat it as
just anadditiveone. Therefore activating AU1+AU2 in our model results iphoper
facial deformations, what confused the respondends. Towasthe need for closely
following up on the FACS descriptions, and indirectly sugfgehat treatment of other
cases in AU Blender module is done correctly.

5.4 Facial Animation Engine
Presentation of the implemented software for facial aniamat

Our system for generation of facial expressions and animaticorporates the pre-
sented facial model together with co-occurrence rules defiar it. It is implemented
in C++ language on a PC platform. It uses multi-platform Gpemnd Qt GUI toolk-
its, and so it is available on both Windows and Linux opeasystems (with the
possibility of porting it to other systems as well).

The 3D face model is built from triangular mesh modeled artlited in 3D Studio
Max. The shape of the wireframe was built on the basis of astiegiperson’s face (for
more details see section 4.2.2). In order to create a tewteingsed two pictures of this
specific person: a frontal and lateral view of the face. Battupes were orthogonally
projected on a cylindrical texture, and blended togethar.$oftware includes a parser
to read “.ase” files exported from 3D Studio Max, and buildsrgarnal 3D model
which is displayed in the main window.

5.4.1 Animation Designer

The user interface consists of a window with 3D facial model #aree control groups:
for accessing facial expressions from the library (1),iedithem (2), and for editing
the animation (3) (see Figure 5.13). The animation editomal the user to create the
facial animation, which is defined as a sequence of facialesgions. Because in real
life people often show more than one facial expression diinfies, our implementation
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Figure 5.13: A screenshot of the implemented facial aniomegiystem.

allows a user to create and animate at the same time as mamgnaes of expressions
as he wants. Each sequence is defined in a separate chanmedxafaple, in the
first channel the user can put a sequence consisting only eéments of the mouth
corresponding to speech. In the second channel he can pquarsm of expressions
persisting for a longer time (sadness, anger etc.), and sarhe third one for head
movements. This allows for a flexible build of the completé&ation from several
levels of independent facial changes. The user can alsosehihe activation, and
set the duration and method of interpolation between egpmas for each channel
separately.

The facial model is based on FACS, but the user of our systesa dot have to be
an expert in FACS in order to use the system itself. For the weadesigned $acial
expressions script languaghat wraps up the AUs in more intuitive terms. While
designing animation, a user can make use of pre-defined éageessions, which can
be loaded from the library. We assume that each expressibe iiibrary is defined by
a unigue name, and that any given expression has a fixed sataohpters (set of AUs
with their intensities, timing parameters: onset, offsiet;ation). We offer the user a
possibility to modify intensity and duration of facial exgsision that is inserted into the



5.4. FACIAL ANIMATION ENGINE 67

Expression 01 | Expression 02 Expression 03
Track 01/ |ntensity: 80% Intensity: 100% Intensity: 25%
Duration: 50% Duration: 70% Duration: 100%
Expression 04 Expression 05
Track 02 Intensity: 45% Intensity: 100%
Duration: 200% Duration: 90%

time

Figure 5.14: Example of facial expressions sequences.

animation sequence, however.

The high level knowledge about facial expressions in a dialtuation, such as:
timing constraints of the expression, or limitations oraifgpearance frequency, is ex-
tracted from the gathered recordings (see chapter 6). Itonagoal to provide the
facial expression library, which is as firmly based on thevidedge extracted from the
real-life situations, as possible.

The user can also create facial expressions and save therthintibrary. There
is also an editor to modify an existing facial expressionotder to edit or to create
new facial expressions, a user can access lower-level sinimeontrols (using GUI
elements that control all of the parameters correspondiregth AU). He can interac-
tively move sliders and observe changes on the face regfilim activation of a given
AU. These controls are divided into 5 groups (Upper face Aldsyer face linear AUs,
Lower face orbital AUs, Head AUs, Eyes AUs) in accordancéitoRACS manual.

On a low level of animation settings, a user can change caadrdirection of
the light in the scene, select a method for combining charegsting from activating
separate AUs. There is also a possibility to redefine theramdehich AUs are applied
on the facial surface in the successive mixer.

5.4.2 Animation Player

We consider an animation to be a set of sequences of knowal qressions (see
Figure 5.14). Timing of the animation is subordinate to flrértg of every expression
it is made of. To replay an animation we could in principle whte expressions
one after another as if they were produced separately. Binga human speaking
for example, it appears obvious that the face doesn't go tewdral state between
each visibly distinguishable expression. We decided tothsedime of raising and
setting (give by the onset and offset parameters) to intatpan expression with that
which follows in an animation sequence. Therefore in ordeenerate “breaks” in an
animation (to show neutral face) user needs to insert expaession to the sequence.

1The facial modelling part of the system is released under @Rhce at:
http://nmm . tudelft.nl/fem
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Only at the beginning and at the end of a sequence expressioteirpolated with
neutral facial expression by default.

By default, we are using both onset and offset time param&iénterpolate expres-
sions together. However to give more flexibility to the uqarsd to have a possibility
to test different methods in which facial expressions caergm from each other), it
is possible decide whether both onset and offset time am taseterpolate between
expressions, or if only one of those time intervals is usédaih be selected for each
animation sequence independently. The system uses oadrlinterpolations between
expressions, but other interpolation methods for tramsitietween facial expressions
can be easily added.



Chapter 6

Behavioural Rules for Facial
Animation

Description of performed experiments; how we collecteddata — facial
expressions. Statistical analysis of the obtained data.

Facial movements observed during a conversation haveusdioctionalities (see sec-
tion 2.2). Facial deformations include e.g. lip movemestated to speech, manipu-
lators, conversational signals, and expressions thatey@®motions and moods. This
chapter describes experiments conducted in order to ¢kinawledge about affective

facial expressions used in face-to-face communicatior.piipose of our experiments
was to find out:

e how to define facial expression, its localisation in timenaatic interpretation?
e what kind of facial expressions are shown most often in a esation?

e what is the typical course of particular facial expressiis ¢nset/offset and
duration time)?

e whether facial expressions depend on each other (e.g. gi@ftes occur next
to each other or are they usually in a distance from each )®her

e whether facial expressions are context sensitive (relatagy way to used words
or phrases)?

To realise our goal we need real-life data of high qualityemable semi-automated
data analysis we had to do recordings in digital format atidfgespecific constraints
with respect to lighting conditions, posture and occlusi@ipeard, moustache, eye-
glasses etc.). Additionally, as our model is based on a pgarson, his name also
should be included in the data. Most public domain availalla are focused on the
six basic emotions (anger, disgust, fear, happiness, sadaed surprise). Our goal is
to analyse the most common facial expressions that appeaeny-day conversation.
Therefore we decided to create our own corpus of spontaremasiunication.

69
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In order to collect data for the analysis we applied a “scergwproach”. We pre-
pared scenarios with diverse situations which evoke varéfiective states, and asked
volunteers to perform a role of one character from the séeifsee section 6.1). We
chose such an approach because it seemed to be the best wiag suthjects to show
a large variety of spontaneous-looking facial expressioasrelatively short period of
time. Via prepared scenarios we could (indirect) influengenteers to display facial
expressions which conveyed desired emotions. Besideg,wésaalso very important
for us, during the analysis of the recorded expressions wé&lqaecisely establish a
context in which a given facial expression arose and thesefe were able to deter-
mine its meaning.

According to Desmet [44] some affective states do not diffelisplayed facial ex-
pressions at all (e.g. “sad” and “melancholy”) or are vefffialilt to differentiate with
facial expressions. For example emotions “alarmed” angfeasantly surprised” have
indeed different facial expressions, but those differsraze very small and difficult to
distinguish. Further, the same facial expressions whictvep emotions or mood of
a person can also be correlated to an intonation or contextméssage. For example
raising eye-brows can be a signal of surprise, but it alsopcarttuate a discourse or
can accompany an accented vowel [116].

Therefore our analysis of facial expressions is divided tato parts. First we dis-
tinguished characteristic facial expressions (see se6t®) and analysed them accord-
ing to their appearance — not their meaning or function indiseourse (section 6.3).
The second part of the analysis was dedicated to the meahfagial expression. We
examined relationship between facial expressions andt{ena) words and analysed
communicative functions of facial expressions (see se@id).

6.1 Expressive Dialog Corpus

Description of the method for collecting data for analysisew we chose
and prepared text, how we took the recordings.

People communicate verbally and via facial expressionstingusocial interaction,
people’s faces change expressions continuously. Mosteofittie, these changes are
very subtle and without any particular meaning, howevereyTare recognisable for
human observer, but impossible or very difficult to detect arterpret automatically.
More distinct facial expressions are observable when gebptome emotional. The
emotions cause that human face became more expressive. &tigis a close relation-
ship between facial expressions and affective states [§3,The emotions can occur
with different intensity, and they are influenced by extésitation, personality, and
mood of a given person.

Therefore our approach to collecting data for analysis wasrovide volunteers
short scenarios with emotion evoking situations (sectidn3. While choosing ap-
propriate scenarios we paid attention for diversity of ney@iotions and punctuation
marks (see section 6.1.1). Additionally we put stress onetlistence of attitudinal
words in the selected text (see section 6.1.2).
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Table 6.1: Moods defined for the selected fragments.

fragment mood

disorientation, distraction
sorrow, depression
anxiety

irritation, nervousness
excitement

confusion, embarrassment
distraction

hopefulness, serenity
resoluteness, vigour
cheerfullness, ironism

Boo~v~ouobrwnek

6.1.1 Facial Expressions in Varying Contexts

In order to capture affective facial expressions we prapacenarios with varying
context (see Appendix E). Each scenario is characterisewvbykinds of affective
states:

mood is a state of mind or temper with a long-term character. Mavdsot directed
at one particular object or situation, but arise rather fitbim surroundings in
general (e.g. someone is just “happy” because it is sunnyimgand he slept
well) and are influenced by personality. People often do notkwhy they are
in a specific mood, and sometimes they even do not realisehbgtare in a
certain mood [52, 65].

emotion is a feeling directed at one particular object (personasibm, experience). It
implies and involves a relation between a person expengreigiven emotion
and this particular object (e.g. someone love somebody anggy at some-
thing) [52, 65]. Emotions arise very quickly and last only &short period of
time, usually not longer than a few minutes [52]. They areiteld by an event
in the environment or some change within a person (e.g. thisymemories).

In our recordings, mood of a character is determined for saehario separately.
Volunteers were informed about the mood of the character tere going to play
and they had time to become familiar with the text (for moreailie see section 6.1.3).
Table 6.1.1 contains list of moods defined for provided fragts.

Short-term affective facial expressions were provoked@narios by particular sit-
uations (context, specific words, other character). Wectsdescenarios with dialogs
containing words and sentences which should evoke varfegynotions (e.g. sym-
pathy, anger, surprise etc.). Additionally, emotions wauggested to volunteers by
underlining words corresponding to the affective state &aztion 6.1.2).

In order to obtain diversity of conversational facial exggiens, provided scenarios
contained a high number of punctuation marks. Further, waenadso efforts to find
scenarios with various types of conversation. For exanvoleinteers had to perform
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a role of the character in face-to-face conversation as agelh phone conversation.
They were supposed to interrupt other people’s converssgtiand be interrupted by
others, to tell some short story, ask questions and shoubdter person.

6.1.2 Emotional Words

By the term “emotional word” we understand words with attéuthat can be used to
express affective state (e.g. proud, frightened, anggphadisgusted etc.), or their
use can awake an emotion (e.g. “sadist” can cause somebbegdone angry, “trou-
ble” — to become worried, and “mystery” — to become excit€d)).course whether a
given word awakes any emotion in a particular person (and ina of emotion it
actually awakes) depends also on other factors: mood op#vison, his sentiments
and memories or in what kind of situation a given word is used.

In our scenarios, situation and mood of the person are detedhbeforehand. Un-
controlled aspects are sentiments and memories of volisnpeeforming a role of a
given character. We expect they do not have a big impact grlagied facial expres-
sions, however. Therefore, because we know context in waigikien word was used,
we can assume, that if we correlate a particular emotionati wth a facial expres-
sion, we are also able to determine a real meaning of thiseegjmm.

A list of emotional words was prepared on the basis of work e$iet [44], who
compiled three lists of emotions worked out by Davitz [41{ijda[64] and Fehr &
Russell[61]. Additionally we added words which in our opinicould provoke some
emotions. A list of emotional words used in the recordedrragts is presented in
Appendix D.1. In all 10 fragments we selected 126 differembtional words” which
were underlined in the prepared texts. In total we undedi?i4 words.

6.1.3 Data Acquisition

For the initial set of data we have recorded 10 persons — 5 arale5 female. Di-
alogs used in the recordings are abridged excerpts froml@oPolish juvenile book
“Kwiat Kalafiora” written by M. Musierowicz [103]. As this nel is intended for
young people, characters appearing in the book have vamdaipersonalities and var-
ious temperaments. They are very expressive and their ensadire often described in
an exaggerated way. They are also involved in a large vasfetifjuations. Everything
is written in a bright and simple way. Because of that it wasyeia find fragments with
different emotional contexts; fragments which would foacgubject (reader and/or lis-
tener) to show various facial expressions. We selected ddghfents, which contain
dialogs between two characters from the book (in three castsrd person appears
for a short period of time). All recordings were done in Plolianguage — the native
language of all recorded subjects.

The recordings were conducted in 10 sessions. In each sdggiopersons took
part. One person was a “subject” and the second one was arissqé — a person
leading the recordings. We recorded both persons simuteshe Recordings of a
subject were used in analysis, while the recordings of arsigmr are intended for
further reference. Each session consists of 10 sets ofdiegsr— each set for one
selected fragment from the book.



6.1. EXPRESSIVE DIALOG CORPUS 73

Each set consists of three recordings. First we recordetijactyjust listening to
the text. He/she did not see the text and we did not give hinahye suggestions about
interpretation of the text. Further we will refer to this oeding as to “recording of a
listener”. In this experimentthe subject became familidhthe story and was brought
in the appropriate mood. In the second recording the subjastreading a part of the
dialog attributed to the single character. He/she alwayf®peed the role of one of the
two characters: Father Borejko (in 3 dialogs) or his daugBgrysia (in 7 dialogs).
The leading person (supervisor) was reading parts of tHeglizlated to the rest of
the characters appearing in a given fragment. The narrpéivieof a given fragment
was skipped. We will refer to this recording as to “recordirig dialog”. Finally, in
the last recording, the subject was asked to read both thativerand conversational
part of a fragment. We will call this recording “recordingaharrator”.

Before the recording of a dialog, the subject was presenttdtie text and had a
time to become acquainted with it. Provided text was conapleat for the clarity of
what must be read and what must be skipped, we used diffeigiiighting styles for
different parts of a dialog. Narrative part was printed ieygmpart of the conversation
for the subject was printed in bold, and for the rest of théodiave used regular shaped,
black fonts. All previously selected emotional words (Whshould help the subjects to
appropriately perform the given role) were underlined. iiddally each fragment was
preceded by a short note introducing the subject to a situatithe given fragment and
describing feelings and mood of the played character. Agpeh contains translated
to English all fragments used in recordings.

The goal of the experiment was to obtain recordings of peagiiewing facial
expressions appropriate to a given situation. Recordesbpsrwere not professional
actors, however. From our earlier work we learned that segogople very often do
not behave “naturally” in front of the camera. During theaelings they are usually
tense and show much less facial expressions than in realtiferder to prevent such
situation subjects were asked to behave “emotionally” héndame way as adolescent
behave while playing with children. This decision was matad also by the fact that
we preferred to obtain exaggerated facial expression tleamotl capture them at all.
All the more since, exaggerated facial expressions do rsbtidi the results. On the
contrary, they facilitate extraction of facial expressidrom the recordings.

Physical Setup

In the experiments we used two synchronised digital cam&@dlY TRV33E for the
recording of the subject and SONY TRV20E for the recordinthefsupervisor. Both
persons had 36 landmarkpoints (green stickers) applieldeoiate and eye-lids painted
in blue. In order to arrange the environment of recordingslar to the conversation
in real life, persons were sitting (almost) in front of eathey at a distance about 1.5
meter (see Figure 6.1). The cameras were set up and dirédtesisubjects only once
in the beginning of each session. Subjects were asked tothieir head movements
during the recordings.

The material was recorded on standard MiniDV tapes. Laginguideo editing
software we cut all material into smaller video sequencee @deo sequence corre-
sponds to one recording of the subject (recording of listedialog or narrator) for one
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Figure 6.1: The physical setup of the recording environm8uibject and supervisor
sit in front of the camera and opposite to each other.

fragment from the novel. The video sequences are convenigdtared as MPEG-2
stream. They are sampled at 25 frames per second and sabhedbiKB/sec bit rate.
The video resolution is 720x576 pixels and colour depth 2¢ fér pixel. Such a res-
olution and bit rate provide fairly undistorted picturez&iof landmark points is then
at least 5x5 pixels, and they are large enough to be easikedsautomatically.

Recorded Data

For further analysis we selected recordings from two sessidOne session with a
male and one session with a female subject. Chosen subjestsdoto be the most
expressive during the whole recordings. From the seleetesiens we obtained almost
54 minutes of recordings of a listener (28.5 minutes recyslbf male and more than
25 minutes recordings of female), 34 minutes of recordings dialog (about 17.5
minutes for male and 16.5 minutes for female) and more thamriButes of recording
of a narrator (about 25.5 minutes for male and 28 minutesdimade). It gives in total
almost two and half hours of constant recordings.

After visual inspection of the recorded data it turned oat tturing the recordings
of a listener, subjects did not show facial expressions almball. It proved to be
too difficult task to behave emotionally while only listegito the (read) text. In the
recordings subjects sometimes slightly smile or subtly &pe-brows, but most of the
time they keep their neutral face. The results did not resllyrise us, as it is known
that adults, except actors, rarely show facial expressigrile listening to a text.

While examining recordings of a narrator we noticed, thatriajority of shown
facial expressions occur on a part of a dialog related toemation. Subjects read the
narrative part of a dialog mostly with a neutral face. It seé¢hat subjects were able to
feel like and to emotionally perform the role of a given cltaeg but had problems to
show facial expressions while just reading the text. Evémisftext describes emotions
of the given character. Therefore for further analysis wadbsl to use only recordings
of a dialog.
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Figure 6.2: Template expressions. See Table 6.2 for defsaripf expressions’ num-
bering.

6.2 Manual Data Labelling

Description of a procedure of facial expressions seledtiom the recorded
data. Which facial expression are selected, what kind oflermas we had
to deal with and final results of the manual selection of feeigressions?

After visual inspection of the recorded data it turned oat thoth subjects used sim-
ilar facial expressions. They used them in a slightly ddferway and with different
frequency, but the set remained the same. Therefore we loasedanual selection
of characteristic facial expressions only on recordingsrad subject (male). Selected
data contains about 17.5 minutes (26223 frames) of constentding and it was broad
enough to allow us to select common characteristic faciptessions. We used this
manual selection for statistical analysis of charactierfsicial expressions (see sec-
tion 6.3) and for validation of semi-automatic classifioatof data (see chapter 7.4).
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Table 6.2: Template expressions.

no. label features

1 astonishment raised eye-brows and eyes wide open

2 surprise raised eye-brows

3 sadness lowered corners of the mouth, raised chin

4 disbelief lowered eye-brows and mouth slightly stretched

5 regret tightened and stretched mouth

6 grief raised inner eye-brows

7 anger lowered eye-brows

8 disgust wrinkled nose

9 happiness open mouth, raised corners of the mouth anddraise
cheeks

10 understanding withdrawn and lifted up head, mouth opeh slightly
raised eye-brows

11 satisfaction slightly raised chin and corners of the rhout

12 ironic smile raised upper lip and corners of the mouth

In order to select characteristic facial expressions wedoted the selected data in
a visual way, looking for easily classifiable types of fadaformations. Then we clas-
sified them to a definite set of representative facial expyassn conformity with the
most essential and principal features. It is importantatestere two things. Firstly, we
were regarding only facial deformations independent frefodnations resulting from
the speech. Secondly, to select template facial expressi@considered only distinct
facial deformations. The problem of classifying subtleadafations (defining when
given expression starts and ends) is described below. &aintwe distinguished 12
template facial expressions (see figure 6.2 and Table 6.2).

Labels assigned to each template expression in Table 6&2ahesen on the basis
of appearance of facial features, independently from thesth in which they occur.
They were selected to easily refer to specific expressiorisduin this chapter, and
therefore their real meaning in the recordings is not alvadequate to the label. The
relationship between appearance of facial expressiontamddganing in the conversa-
tion is studied (separately) in section 6.4.

During the manual labelling of the selected data we had toentak decisions.
Firstly, how to define an elapsed time segment of a given lf&sipression — when
it starts and when it ends. One intuitive manner is to definget/shd of the given
expression to corresponds to the first/last frame with asiphd movement constituting
this expression. The problem with this approach is thaitlaee almost always some
visible facial movements, and so, it is very difficult to dbziwhether it is just an
accidental movement or movement related to a given expresshnother possible
solution is to select only those frames which show full espien. But then, we would
miss all segments in which facial expression does not ga folitextent at all. Finally,
we decided to determine a frame as showing given facial egfme (one from listed
above) when this expression was evident enough that we chistidguish it on still
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frame # 9804 9821 9836
| surprise
| grief |

Figure 6.3: Example of two segments overlaying each other.

Table 6.3: Statistics of manually selected facial expoessi

expression number of segments number of frames % of frames
astonishment 9 165 0.63
surprise 106 2712 10.34
sadness 6 153 0.58
disbelief 5 185 0.70
regret 8 362 1.38
grief 40 1197 4.56
anger 66 1914 7.30
disgust 22 480 1.83
happiness 20 832 3.17
understanding 2 58 0.22
satisfaction 2 23 0.09
ironic smile 1 15 0.06

image, independently of the movement related context. €hmaining frames were
described as frames with a neutral face.

The second problem was related to a situation when one faxqmession directly
follows another one — without neutral face between them.ukhsa situation, for a
few frames we can usually observe two blended expressions.eXample, in our
recordings, “grief” often follows “surprise” and for a fewaimes both expressions are
clearly noticeable. We had to decide how to define segmenssigirise and grief
in such a situation. In other words, we had to solve the proldé interpretation of
frames with blended expressions. Our decision was to letsegments overlay each
other (see Figure 6.3). Frames which belong to both segraeaidescribed as frames
with surpriseand grief.

We selected 287 segments of facial expressions. 7373 frarees marked as
frames displaying facial expression (6650 frames displgygingle expression and
723 frames displaying two blended facial expressions) &8bQ frames were estab-
lished as showing neutral face. In total it gives more tha¥b 28 the selected frames.
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Table 6.4: Statistics of elapsed time segment of selectzdl faxpressions.

length of the length of the average length  standard
expression shortest segment longest segment  of segmentwiatiate
astonishment 10 41 18 9
surprise 2 101 25 19
sadness 9 43 25 -
disbelief 13 103 37 -
regret 7 188 45 56
grief 6 96 29 22
anger 6 99 29 20
disgust 6 48 21 12
happiness 13 160 41 35
understanding 27 31 29 -
satisfaction 9 14 11 -
ironic smile 15 15 15 -

More detailed statistical information about specific faeigpressions is presented in
Table 6.3.

6.3 Descriptors of Characteristic Facial Expressions
Statistical analysis of extracted facial expressions.

On the basis of manual labelling, for each frame we defineddiri@nsional vector
E(t) = [e1(t)...e12(t)], wheret is a number of a frame in the recordings. The value of
componeng;(t), determines whether facial expression related to a givemen (see
list of expressions in section 6.2) appears in franoe not. Componeny;(¢) is equal
to 1 when frame was labelled as showing given expressionn all other cases the
given component is equal to 0.

The elapsed time of a facial expressiois defined as the number of frames with
component; equal to 1 occurring in succession. If facial expresgistarts in frame
ts and ends in frame, then the elapsed time of expressidn defined as:

L(i)=te —ts+1 (6.1)
The vectorE(t) and the elapsed time of a facial expression were used as ahdata

for all statistical analysis of facial expressions desadlifurther in this chapter.

6.3.1 Duration and Frequency

In our first attempt to the analysis of labelled facial express we checked whether
facial expressions differ in respect to the number of o@res and their length (see
Table 6.4).
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Indisputably, the most common facial expression is “ssgdti In our recordings,
it appeared about twice as often as the next expressionsgeraand “grief”. This
higher frequency results probably from the fact that ragjgiyie-brows is not only used
to express emotion of surprise, but it is also very often wsed conversational facial
expression. Therefore the “surprise” expression not adwajates to the “surprise”
emotional state. The least common facial expressions ar@ehstanding”, “satisfac-
tion” and “ironic smile”.

From comparison of the minimal and the maximal length of tegnsents (see
Table 6.4) we can conclude that most of the facial expressiwa expressed for a
very short period of time — less than 12 frames (half of a sdro®nly “disbelief”,
“happiness”, “understanding” and “ironic smile” were il atcurrences longer than
half of a second. The longest segments belong to “regret"l@opiness” (respectively
188 and 160 frames). Also the average length of the segneetiie iongest for these
two expressions.

Table 6.4 contains also comparison of values of the lengtaisdard deviation. We
calculated this value only for facial expressions whichesgppd at least 7 times. We
left out of account such facial expressions as: “sadnedisbelief”, “understanding”,
“satisfaction” and “ironic smile”. They occurred in our @ding less than 7 times and
we decided that for these facial expressions we do not hamegdrdata to the (statisti-
cal) analysis. From all investigated facial expressioa,‘tegret” and “happines” have
the highest value of length’s standard deviation. In botid(anly these) cases this
value is higher/longer than 1 second (25 frames). Faciakssions of “astonishment”
and “disgust” have the lowest standard deviation of less tef of a second.

In order to analyse distribution of the elapsed time of faeigressions, we plot-
ted appropriate histograms. Again, we analysed histogarhsfor these facial ex-
pressions which occurred in the recordings at least 7 tinrégure 6.4 presents the
histograms for six of the most frequent facial expressiong.plot the histograms,
we set intervals length of 5 frames/6 of the second) with the range from 0 to 104
frames (0—4, 5-9, 10-14,...100-104 frames). Expressibiwvappeared for a period
of time shorter than 100 frames (4 seconds) were put in arogpipte interval, while
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Figure 6.4: Histograms of elapsed time.
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all expressions persisting longer than 4 seconds wherafmittie last interval.

From the histograms we can notice that in general, faciatesgions mostly ap-
pear for a rather short period of time; somewhere betwedrahdljust more than one
second (from 10 to 30 frames). This observation is in theexgent with the average
lengths of the segments from Table 6.4. There are somediftes in both, the inter-
vals with maximum value and in the distribution, howeverrtker in this section we
discuss distributions of duration for each facial expm@ssieparately.

“Astonishment”, for example, usually appears for a veryrsiperiod of time;
shorter than most of the facial expressions. In almost Hali@ occurrences it lasts
about half of a second. Only one on nine appearances of thiegsion is longer than
one second. This observation coincides with the low valutheflength’s standard
deviation.

Also “surprise” is a rather short-term expression. Almd3¥6of all occurrences
are shorter than one second. But contrary to the “astonistintecan appear for a
time longer than two and even four seconds. Another inteigshing is that this
expression, as the only one, can be very short — shorter tharfiréimes {/5 sec.).
We examined these short occurrences more deeply. It tuntdtiat in all three cases,
where “surprise” appeared for a very short period of timejriectly preceded (in one
case) or succeeded (in two cases) the “astonishment”. iltates that appearance of
the “astonishment” is closely related to the appearanchefgurprise” (more about
relationship between those two facial expressions in@ei3.3).

Expressions: “grief”, “anger” and “disgust” have a shapedistribution similar
to the shape of distribution of “surprise”. They seem to lastally a little longer
than “surprise”, however. For “grief” and “anger” a maximuramber of segments
falls into the interval for 10-14 frames, for “disgust” itli&ainto the interval for 15—
19 frames, while for “surprise” it is for 5-9 frames. On théet hand, contrary to
the “surprise”, none of those three facial expressiondgtersin our recordings longer
than 100 frames (4 seconds). That lead us to the conclusitthibse three expressions
rather do not occur either for a very short period of time ataility that they are
shorter than 10 frames is equal for “grief” 12%, for “angentld'disgust” 9%, while
for “surprise” it is 20%) or for a very long (more than 4 secepderiod of time. The
last conclusion refers in particular to “disgust” which iargecordings never appeared
for a period of time longer than 50 frames (two seconds).

An interesting distribution of elapsed times can be obskfoe*happiness”. While
it is more or less regularly distributed in the range betwg@mand 50 frames (90% of
cases), it also contains a tail that comprises of the longles¢rved expression du-
ration. We can clearly attribute this to the dual role of thigpression as both short
communication signal and a long-lived mood indicator.

From the collected data we could also draw some conclustomst&ypical lengths
of segments for less common facial expressions. “Sadnfsséxample, never per-
sisted longer than 50 frames (2 seconds). But unlike in td8sgpr “astonishment” we
could not really determine the range with the higher proltsitif particular length for
“sadness”. The length distribution of all occurrences iswlbegular; the chance is the
same that this expression will last less than half of thesgé@s well as almost 2 sec-
onds. The lengths of segments of “disbelieve” and “regred”\aery short (about half
of a second) as well as very long (more than 4 seconds). Wel esteblish periods of
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time with a little higher concentration of appearances okthexpressions, however.
For “disbelieve” it is between 10 and 35 frames and for “régitds between 10 and
25 frames.

6.3.2 Context Dependency

In the next step we wanted to check how frequency and kind @élf&xpressions
depend on the mood of a character and the particular cotimrabsituation. First,
we checked whether facial expressions spread regularlyatveecordings, or if they
are concentrated in particular fragments. Because sdléetgments differ in length
(from about 43 seconds for fragment no.2 to almost 175 sectordragment no.5),
instead of comparing numbers of occurrences of the seldatgal expressions in a
given fragment, we compared time intervals between thewwences in this fragment.
For this purpose we defined the distance funciigyii) which determines the average
distance (in seconds) between successive appearancef/ehdagial expression. To
calculate average distance, we do not take into accoungtiggh of facial expressions,
but only the length between the end (the last frame) of oneessjon and the start (the
first frame) of the second one. Let’s take expressiahich occurs:; times in a given
fragmentt. The average metric for this expressibp (i) is then defined as:

N
Dy(i) = 25}]:. (Fe =3 Ly (@) (6.2)
RS

wherek is a fragment’s numbe#, is the amount of the all frames in the fragmént
N} is a number of all occurrences of given facial expressiorfragmentk, and . (i)
is a length of expressionin its j-th appearance. The constant factge5 converts
number of frames to seconds.

On the basis of density function for single facial expressie can define a general
metric functionD;, which determines the average difference between segmgalis o
12 expressions in a given fragmeént

12 N}

Dy = 25212 N ,ﬁZZL (6.3)

=1 j=1

Table 6.5 contains a comparison of the general averagendesi@n the first row)
for each fragment as well as comparison of average distdacesach expression sep-
arately. In the table “-” indicates that given facial exygies did not occur at all, and

oo” that it appeared only once in a given fragment (it is infilyiteeparated from its
next appearance in this context).

The obtained results are very encouraging. In general brmge distance in all
fragments is reasonably low. It proves that all selectednfrants contain about the
same, high number of emotion evoking situations. On avemagabject showed some
facial expression every 2—3 seconds. Only in the first resdfdagment the subject
displayed much less facial expressions than in the restagirients. There are two
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Table 6.5: Average distance between facial expressionigémdragments.

expression fragments no.
1 2 3 4 5 6 7 8 9 10
all expressions 66 29 25 28 23 17 28 19 25 28

astonishment oo - - oo 267 232 - - oo
surprise 238 o 70 151 70 42 82 78 89 80
sadness o0 - 348 - - - - - )
disbelieve - - 657 - - 350 - - -
regret 19.1 - - - - - - - 630
grief ~ 87 - 175 139 26,6 342 315 347 306
anger o 136 92 106 116 98 226 89 273 301
disgust - - 344 433 435 oo - 207 707 306
happiness - - - o0 - oo oo 193 144 628
understanding - - - - - - - - 70.3 -
satisfaction - - - - - - - - 710 -
ironic smile - - - - - - - - -

possible explanations for this observation. Firstly, @lifgh we tried to select all frag-
ments equally evoking expressive reactions, it could, ofree, happen that this par-
ticular fragment was less expressive than the rest. Segahéte is a chance that the
subject needed some time to adapt himself (his behaviotgtdefined task.

If we put the first fragment aside, then next fragment withltreyest average dis-
tance between all facial expressions is fragment no.2. Migfitied for this fragment
was “sorrow, depression”. Our first explanation for thisrshioaverage distance was
that subject had problems to expressively perform the rbke ‘@epressed” person.
But when we compared also a percentage of expressive franesgiy fragment (see
Table 6.6), it turned out that this was in fact the most exgivesfragment. Although,
the subject showed facial expression more sparsely thathar dragments, but the
segments were in general much longer than in other situmatibhat confirms the ob-
servation of psychologists ([52]) that sad people behaweesi than happy persons.
Their feelings are expressed with rather long-term faciplessions.

Also fragments no.4, 7, and 10 have a long average distartaeée all facial ex-
pressions. In these cases, the percentage of expressiesfeand average length of the
segments is much lower than in fragment no.2, however. Yetauld say about frag-
ment no.4 (characterised by “irritation” and “nervousrip#isat it has characteristics
similar to fragment no.2; it has also reasonable high nurabexkpressive frames and
long segments. But the remaining fragments (especialgnfient no.7 with mood de-
fined as “distraction”), on the contrary, are characterisesimall number of expressive
frames and short segments. We can conclude that distraetgaepalso show facial
expressions rather sparsely, but displayed expressiassr persist for a very long
period of time.

The most expressive fragment, according to the averagendistbetween all ex-
pression related segments, is fragment no.6. In this fragntlee subject was sup-
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Table 6.6: Percentage of frames with displayed facial esgios and the average
length of segments for each fragment.

fragment no. expressive frames average length (in frames)
1 14.1% 27.1
2 39.2% 47.6
3 24.7% 22.4
4 30.9% 34.8
5 27.8% 25.2
6 31.3% 20.3
7 24.8% 25.2
8 31.6% 24.7
9 31.8% 30.9
10 27.6% 34.1

posed to feel and behave “confused” and “embarrassed”. ffdgpnents no.5 and 8,
characterised respectively by “excitement” (for fragments) and “hopefulness with
serenity” (for fragment no.8) are remarkable by their shioatzerage distance between
successive facial expressions. The procentage of frarspkagling facial expressions
in these three fragments do not differ from other fragmemdsyever. It remains on
the average level. That proves that these feelings (“caoritis’embarrassment” etc.)
usually provoke generating a high number of short-term &sgions (see Table 6.6).
Also a worried person (fragment no. 3) produces short-teiaf expressions (in the
average for about 22 frames), but the average distance betsuecessive expressions
is on the average level.

When we compare average distances of individual facialesgions in each frag-
ment (Table 6.5), we can notice that in the first recordingpthlg repeated expressions
are “surprise” (4 times) and “regret” (5 times). In parti@ufregret” is a very inter-
esting case. This expression occurs in the discussed fragoremore than 60% of
all its occurrences. In this fragment, the subject perfarthe role of father Borejko,
who talks to his neighbour-lady. She complains about ndisasd from his apartment.
Father Borejko is confused (he doesn'’t really understarat vgtlthe reason of her com-
plaints) but he feels sorry about it. On this example we caeole a close relationship
between situation evoking feeling of sorry/pity and thadhexpression of “regret”.

It is also worth to take some time to analyse the averagendistaetween individ-
ual expressions in fragments no.8, no.9, and no.10. In efleliragments the subject
was supposed to act as if feeling happy. Defined moods wepectgely: “hope-
fulness” and “serenity” for text no.8, “resoluteness” anigbur” for text no.9, and
“cheerfulness” and “ironism” for text no.10. In agreemetithwdefined moods, in all
above mentioned fragments, we can observe a higher coatientof appearance of
“happiness” (specially in fragments no.8 and 9). Also rdmbhle is a longer distance
between successive occurrences of “anger” in fragmen®aral 10. Very short aver-
age distance between segments of “anger” in fragment newtserom the fact, that
although generally, in a discussed fragment, Gabrysia fegbe and serenity, the sit-
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Table 6.7: Statistics of combined expressions.

number of frames the shortest the longest
combination combinations in total segment segment
astonishment & sadness 1 4 4 4
surprise & grief 15 318 2 60
surprise & happiness 1 14 14 14
sadness & anger 1 10 10 10
regret & grief 1 41 41 41
grief & anger 1 1 1 1
anger & disgust 17 335 7 48

uation in this fragment (Gabrysia’s sister complains alimrtbroken heart) provoke
her rather to feel “anger” and “compassion”. It is also wadmotice that the only
appearance of “ironic smile” occur in the fragment (no.10gve the subject was also
supposed to behave ironically.

Another outcome which triggered our attention was the simglpearance of “sur-
prise” in fragment no.2. This is remarkable, because inthkofragments this expres-
sion is very common (in 7 on 10 fragments it is the most fregjegpression). Instead
of “surprise”, we observe here very high concentration oiefj, and a little lower con-
centration of “anger”. It seems that the subject used thasalfexpressions to express
emotion of worry and as a conversational signals duringresffof convincing father
Borejko to go home (bagging him). On the contrary, in fragtmem3 characterised
by mood of worry, the facial expression of “grief” did not sggred at all. Although
in this fragment Gabrysia worries about her mother, ourexthid not show “grief”
even once. In the discussed fragment a typical conversttanplace, which did not
touch directly the topic of being worried. During this corsation, the subject instead
of showing “grief” showed other expressions (such as “degirand “anger”), which
were directly related to the context and flow of conversatidihis example proves
that mood of a person can only influence occurrence and freayusf a given facial
expressions, but not determine them.

Similar situation takes place for fragment no.2. Mood fas fhagment is defined
as “sorrow, depression”, but the expression of “sadnessffitid not appear in it at
all. This example differs from the previous one, howeverne@wsation in fragment
no.2 directly touched the subject which causes Gabrysiadbsad. As this fragment
was the only one so closely related to the feeling of sadnesweve interested why
the subject did not show facial expression of “sadness” is fitagment. Therefore
we checked when exactly the expression of “sadness” appears recordings. It
turned out that this expression did not relate to the ematiosadness at all. Our
subject displayed “sadness” in situation when he wanteddwdis disorientation and
unawareness. It was used to tell “I don’t know” without a word
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Table 6.8: Statistics of different types of combinations.

expressiom  expressiomn a—b b—a bCa aChb a=1b
surprise grief 3 1 4 3 4
anger disgust 2 2 11 2 -

frame # 18418 18423 18432 1843
| | anger | |
\ disgust |

Figure 6.5: Example of expression “anger” containing theltsegment of “disgust”.

6.3.3 Expressions Co-occurrences

Our next step in the analysis of facial expressions was ttyghe relationship between
facial expressions; whether there exists any correlate@wden two specific expres-
sions, and if it exists, the what kind of relationship it idgrsily, we examined which
facial expressions can occur at the same time. Generaitystl13% of all segments
cover another segment for at least one frame. In Table 6.7stvall co-occurrences
of facial expressions which were found in our recordings. tihes single occurrence
of a given combination does not seem to be anything particuaat directly called
our attention was a high number of occurrences of two kindsoafibinations: “sur-
prise” with “grief”, and “anger” with “disgust”. We examinkthese combinations more
deeply.

The most common combination in our recordings is combimatib“anger” and
“disgust”. More than 17% of frames described as showing ézhgras also described
as showing “disgust”, and almost 70% of frames showing ‘aésfwas also showing
“anger”. We compared also the number of segments of “disguablved in combi-
nation with “anger”, and it turned out that for segments fhriscentage is even higher.
More than 77% of segments with this facial expression isddeiwith the segments of
“anger”. Less remarkable is combination of “surprise” agdéf”. Although it occurs
almost the same number of times as combination of “angergudiy but the expres-
sions of “surprise” and “grief”, in general, appear moresafthan the expressions of
“anger” and “grief”. The percentage of frames showing botpressions “surprise”
and “grief” to all frames showing “surprise” is about 12%ddor “grief” this percent-
age amounts almost 27%. When we take into account the nurhbegments instead
of frames, we obtain that “grief” was combined with the segtmeof “surprise” in
more than 37% of all its appearances.
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frame # 13958 13959 13960 13961 13970 13971 13975 13976

neutral astonishment neutral
surprise surprise

Figure 6.6: Typical appearance of facial expression: ‘fastonent”.

We also analysed the way in which these facial expressianblanded with each
other. Table 6.8 contains specification of all possible sypkcombinationsz — y
designates that expressioiprecedes and overlaps expresgjgsee also Figure 6.3 in
section 6.2)z C y means that segment of expressiocontains the whole segment of
expressiony (see Figure 6.5), and = y denote that segments of these two expressions
spread (exactly) over the same frames. Probability th&lfagpressions of “surprise”
and “grief” will be blended in a particular way is about thereafor each type of
combination. Only the situation where “grief” precedes andrlaps “surprise” is a
little less probable. Another circumstances take placectanbination of “anger —
disgust”. In most cases (in 65%) the segment of “anger” édnathe whole segment of
“disgust”. Considering facial expression of “disgust” aegtely, it proves that in 50%
of its appearances, segments of “disgust” were entireljosed in longer segments of
“anger”.

As a next step we studied the “neighbourhood” of each faociplession. For
this purpose, for each occurrence of each facial expresstoralculated the distance
between this expression and the expression which direcdgeugled and succeeded
given expression. As a distance between to successivessipne we understand the
number of frames described as neutral face which occur legtthese two expressions.
On the basis of this calculations we made the following okegéns.

Almost all facial expressions at least once adjoined otaeiaf expression both,
from the front as well as from the back. Only three facial egsions: “sadness”,
“understanding” and “ironic smile” are exceptional. Theagt dot directly follow any
other expression even once. Additionally, expression wfriic smile” also did not
precede any other expression. On the basis of this findinganestate that “sadness”
does not follow directly any other expression. We can nothaie anything about two
remaining facial expressions, however. They appearedrimemordings only once or
twice and therefore there was not enough data to draw anyusion.

“Astonishment” in6/9 of all its occurrences is directly preceded, and j1 of its
occurrences is directly succeeded by “surprise”. It seéus‘astonishment” could be
also defined as non-linear facial expression; we could thegew frames of “surprise”
which appear just before and after the segment of “astoresiinas the onset and
offset of this expression. Then “astonishment” would staty with rising eye-brows
and just then eyes would become wide open. Disappearanesiwiifishment” would
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precede in an opposite way. First the eyelids would be lotvarel later (after a few
frames) also the eye-brows. Because our labelling is bas#temppearance of a given
expression in a single frame, we can not capture this dyreammdawever. We have just
to remember that “astonishment” is usually preceded aravied with a few frames
of “surprise”. Figure 6.6 presents, the usual appearantastdnishment”.

“Disbelieve” also behaves sometimes similarly to “astbmgnt”. In two of five
appearances, this expression was directly succeeded ber‘arin this occurrences,
it seemed as if “disbelieve” disappeared non-linearlystRine mouth became relaxed
and later eye-brows went back to their normal position. Hggrsents of “anger” which
followed segments of “disbelieve” were much longer tharhim¢ase of co-occurrence
of “astonishment — surprise”, however. Besides, the pritibabf such a disappear-
ance of “disbelieve” is only 40%. Therefore we can not reaiat “disbelieve” as a
non-linear facial expression. Instead we can talk aboutdlaionship between facial
expressions of “disbelief” and “anger”. There is also atieteship between “happi-
ness” and “surprise”. In 35% of cases, “happiness” followsarprise” within one
second.

6.4 Nonverbal Facial Expressions Dictionary

Presentation of the research about the correlation betwdisplayed fa-
cial expressions and written text.

This section describes results of the experiments conduotstudy the relation-
ships between facial expressions and written text (emaljaor otherwise relevant
words and punctuation marks). In order to examine whethehn selationships exist,
first, we have to determine the timing of occurrences of eastdvand punctuation
mark. Section 6.4.1 presents the method we used to linkcpéaticomponent of the
text to the appropriate range of frames (time when a giverdvigspoken) automati-
cally.

After the time placement of each word in the recordings ha&s lestablished, we
start the search for a correlation between written text drva facial expressions.
This is done by studying the dependencies between displagéal expression and
the accompanying part of a verbal message. We try to find oetiveh given facial
expression can be assigned to some words, punctuation magesticular situation
(see section 6.4.2).

In the second part of analysis, we study the inverse mappiregiver words (sup-
posed by evoking emotions) result in displaying approprfatial expressions. To
perform this experiment we used the earlier earlier “enmatiovords™. Appendix D.2
contains emotional words spoken by subject or supervistitéranalysed recording.
This list contains 65 different words in 119 occurrencesddid into 8 categories ac-
cording to their meaning. The histogram of the frequencyafdwoccurrence is shown
in Figure 6.7. The results of our investigations about wee#motions evoked by
emotional words are also conveyed by particular facial esgions are presented in
section 6.4.3.

1definition of an “emotional word” and the process of theirestibn is presented in section 6.1.2
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Figure 6.7: Frequency of the selected emotional words.

6.4.1 Text Synchronisation

In order to examine the correlation between facial expoessand particular compo-
nents of the text (punctuation marks, words, phrases), witipaed the dialog into
basic constituents. They are usually formed by a singleesest In some cases, when
the sentence is very short (e.g. it comprises one word) dagieceded or succeeded
by the sentence spoken by the same person, the basic censtguformed by both
sentences (e.g. “l told you this already. Chicken.” or “Yekhe temperatures of
our bodies are equal.”). Next, for eagkth constituent;} in a given fragmenk, we
(manually) determined the given constituent’s initiamf@ ¢ (c;)) and its final frame
(te(c}))- In order to omit the situation where some frames do notspower any word
or punctuation mark, we imposed for each fragmietite following constraint:

tS(CZ_H) = te(ch) (6.4)

wherek € {1,2,...10} is a fragment’s number and it is definitec {1,2,..Nf — 1}
andN¢ is the number of all constituents in the given fragmient

The length of the constituenf; is defined analogous to the length of the facial
expression (see formule 6.1):

L(CZ) = ﬁe(CZ) - ts(CZ) +1 (65)

wherek € {1,2,...10} is a fragment's number, € {1,2,...N¢} is a number of the

constituent andV; determines the number of all constituents in a given fradrhen
In the next step, we split each constituent into componesitgfle word, punctua-

tion mark or set of punctuation marks which occur next to eatbler (e.g. “?!”, “II”
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text: (Co! za! bzdury: .. Dlaczego: ulomna ' ?
units: 11 2 1] 3 3 1

| | | I | | I I | I I | | »
frames:n ~ n+10  n+20  n+30 n+40 n+50 ‘n+60

Figure 6.8: Example of text synchronisation.

“..").  Then, for each component, we determined the timegobtcurrence (hnumber
of frames in which given word is pronounced). Of course, gorary in length, so de-
pending on their length as well as speed of the pronuncisitiey should spread over
different number of frames. Generally, punctuation mankshmrt words should oc-
cupy smaller number of frames than long words. In order taiolgood approximation
of occurrence timing, we defined a number of units that eaafpoment comprises of.
In general, the word’s duration depends on the number odlsds it consists of. In
Polish language, with a few exceptions, there is a direaespoondence between each
written vowel letter (i.e. ‘a’,'e’,','0’,'u’,'y’), and the syllablé. We can therefore,
assume that the duration of the word is proportional to thaler of vowel letters in
its written form. Each punctuation mark or set of punctuatioarks is assigned just
one unit (see figure 6.8).

Let’s considern-th component of some constituefft The number unita,, for
this component are assigned as follows:

- { 1 m € {punctuation mark, word without vowéls
m number of vowels inn  otherwise
(6.6)
Concluding from the above, for each component, the first (:s) and the last unit
(ue) of this component in the constituedjt are defined as:

m—1
us(wm) = 1+Zaj (6.7)
j=1
Ue(Wp,) = iaj (6.8)
j=1

wherem € {1,..., M, } is the component’s number inrath constituent of thek-
th fragment, A/, is a number of all components in disscussed constituentaand
determines the number of units assigned jeth component.

On the basis of such assignment of units, we interpolatedintting of each oc-
currence. Let's consider a componeny, (word or punctuation mark) from-th con-
stituent in fragmenk. Frames when a given componeny, startst,(w,,) and ends
t.(w.,) are calculated by equally subdividing the frames of the tret, according
to the formulas:

L(cp)
uC

ts(wm) = ts(cg) + (us (wm) — 1) (6.9)

2The exception being letter ‘i, which sometimes influendespronunciation of the preceding consonant,
without forming a new syllable
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' Tak |, | to | bylo | straszne
::3:HH:HH:i:HH:i:HH:HH:UHHHHHU:MHHHHH>
expr.2 . expr6 | expr7 | frames
expr.2 — Tak, to bylo
expr.6 — bylo straszne
expr.7 — straszne.
Figure 6.9: Example of mapping facial expressions to text.
L n
fowm) = ta(cf) = 1+ e () 2 (6.10)
UC

wherec} is an-th constituentin fragmeri, ¢ (c}) andL(c}}) are respectively numbers
of the first frame and the length of this constitueritjs a number of all units in a given
constituentu~ andu?™ are respectively numbers of the first and the last unit of a
given component.

6.4.2 Words Correspondence to Facial Expressions

In the previous section we presented the method for calngl#tie first and the last
frames of occurrence for each text component (word or paticto mark). In order to
study the relationship between written text and displaysilaf expressions we have
to determine which components coincide with the shown esgioas. That means,
for each selected facial expression, we have to determiéettt that starts with the
component synchronised with the first frame of a given femigression and ends with
the component synchronised with the last frame of this esgioa (figure 6.9). Let’s
take expressiohwhich starts in frame,(e;) and ends in frame.(e;). Then, the text
referring to a given expressidi (e;) is defined as:

M
wiey= 3 { g o) 2 A ) gy

whereM = 2,160:1 ﬁ;l M is the number of all components in the recordings(
fragment’s numbety; is a number of constituents in fragméniand)M " is a number
of components im-th constituent ok-th fragment where: € {1,2..., NS}), ts(e;) is
the first frame and.(e;) is the last frame of disscussed facial expressiofy,,) and
t.(wn,) are respectively numbers of the first and the last frame ofpaoranto,,, which
are calculated according to the formula 6.9 or 6.10 resypsgti

Table 6.9 presents the statistics of correspondence betdisplayed facial ex-
pression and the person speaking at the moment. All facpakssions which coincide
only with text spoken by the subject were classified to thé ¢iobumn. To the second
column we included all expressions corresponding only éatéixt spoken by supervi-
sor. The third and the fourth columns contain facial expoesscorresponding to the
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Table 6.9: Statistics of correspondence between displégeidl expressions and
speaker.

expression subject supervisor subjesupervisor supervisessubject
astonishment 67 % - - 33%
surprise 78 % 3% 11% 8 %
sadness 16 % 68 % - 16 %
disbelief 40 % 40 % 20 % -

regret 12 % 12 % 64 % 12%

grief 89 % 2% 7% 2%

anger 77 % 2% 7% 14 %
disgust 92 % - 4% 4%
happiness 85 % - 10 % 5%

text spoken by both persons. In the third column, describedbject>supervisor, we
summed up all facial expressions that started during thiestdspeech and ended dur-
ing the speech of the supervisor. The fourth column, desdris: supervisersubject,
contains expressions which coincide with the text spokest ffiy the supervisor and
then by the subject.

Generally, most of the facial expressions correspond ttetktespoken by the sub-
ject. Only the expression of “sadness”, in most of the cases synchronised only
to the text of the interlocutor. The reason for this phenoomeis that in analysed
recordings this expression usually was shown to conveynigebf disorientation and
unawareness of the subject; not the real emotion of sadhesss displayed as a sign
of “unawareness” on what was being said — as the subject igaltb (non-verbally)
say: “l don'tknow”, just before he verbally expressed hiawareness. Contrary to the
expression of “sadness”, the expressions of “astonishiyfeiiggust” and “happiness”
were never shown during the supervisor’s turn. In all cabes, corresponded (at least
partially) to the text spoken by the subject.

Interesting outcome of this experiment is a high procent#deegret” synchro-
nised to the text first spoken by the subject and then by tleglatutor. We looked
closer to these situations and noticed that in all discusaeds the expression started
when the subject was confirming or denying some sad or urgni¢éact, and lasted
longer yet, after he finished to talk.

It is worth to notice that only three expressions: “astomisht”, “sadness” and
“anger” are more often synchronised first to the text spokerthie supervisor and
then by the subject than the other way around. The specific ch%sadness” was
already discussed above. “Astonishment”, in all caseseangal on short (built from
one word) questions, which directly succeeded utteranctéynterlocutor. It was
a direct response to what the supervisor said, suggestatghese three expressions
are more often than the rest of the expressions used as aembalvesponse for what
interlocutor said.

In the next step we studied the relationship between fagiptessions and sen-
tences ended with question or exclamation marks. We dividedjuestions in three
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Table 6.10: Correlation between facial expressions anchcheristic sentences: ques-
tions and exclamations uttered by the subject.

question exclamation
expression single-word short long !
astonishment 4 - - -
surprise 8 22 1 4
regret 1 - - -
grief 3 6 - 2
anger 4 4 3 10
disgust 2 - 1 2
total in the recordings 9 33 11 19

categories: single-word, short and long. First categonsists of questions composed
only from one word. Questions in the second category aré¢ fsaih more than one
and less than six components (not including the last questiark). To the last cate-
gory we included all remaining questions. Table 6.10 presiére results of this study.
It's worth to notice that in some columns the number of faeigiressions exceeds the
number of sentences in the recordings. It results from ttigttiat, as it was researched
in section 6.3.3, facial expressions combine together peapnext to each other, and
therefore some sentences are characterised by more thdactalexpression.

Distinguishably, “surprise” is the most common facial eegsion displayed during
a question. It appeared almost exclusively in short andeingrd questions. The rest
of facial expressions were usually also synchronised @lsiword or short questions.
Only appearance of “anger” did not depend on the length ofjtrestion. Generally,
we can state that the short questions are more “affectivei. ti@ average, single-
word questions were synchronised to 2.4 facial expressiamd short ones to one
expression. In long questions, one facial expression appedy in 4 out of 10 cases.
Itis also worth noticing, that the sentences ending witHaration mark were usually
accompanied by expression of “anger”. In our recordingstentban half of such
sentences were synchronised to this facial expression.

Another observation concerns the expression of “surpriseturns out that this
expression often accompanies a confirmation of some factoiticides with such
words as: “tak”, “owszem” and “rozumiem” (“yes”, “sure”, 8t understand”, re-
spectively). Out of 19 such words spoken by the subject, Ir2 wgnchronised to this
expression. “Surprise” also often accompanied words: ,"t@ds”, “jakis” and “nic”
(“what/something”, “something”, “anything”, and “nottaf). In our recordings, they
were spoken by the subject 29 times (see Table 6.11). In 808as&fs they were syn-
chronised to “anger” (41%) and “surprise” (almost 40%). &l these expressions
are triggered by the context in which those words are used.
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Table 6.11: Correlation between facial expressions ancifipe/ords.

HCOH “CO’S” “jaki’SH “nicﬂ
expression (what/something)  (something)  (anything)  Himaof)
surprise 8 2 - 1
grief 5 1 - -
anger 6 3 1 2
disgust 1 - - -
in the recordings 19 6 1 3

- emotional word |

i w 3
1HHH}HH;HHHHlHHHHHHHHlHUH >

exprX | expr.Y . frames

Figure 6.10: Example distances between facial expressiodsemotional word:
Dx(w) = 3, Dy(’w) =0.

6.4.3 Facial Expressions for Emotional Words

In a previous section, we focused on mapping words to the shepressions. It is
also interesting to see, whether the inverse mapping castbblished, and with what
accuracy. In order to achieve any meaningful results, we kawnarrow the number of
words we are interested in. Based on the research presenid], we focused only
on emotional words.

The distance of a given facial expression from a particutaotéonal word is de-
fined as the number of frames with neutral face which appeaamdsn the facial expres-
sion and the emotional word. When facial expression is syoriked to this particular
word this distance is equal to zero (see figure 6.10). Let kes ttae emotional word
wj;, wherej € {1,2,.., N*} andN* is a number of emotional words occurring in the
recordings. The distance between expressimmd this emotional word is defined:

ts(ei) — te(wj) -1 if ts(ei) > te(wj)
ts(wj) — te(ei) -1 if ts(wj) > te(ei) (612)

otherwise

Dj(wj) =

wheret,(w;) is the first frame and. (w;) is the last frame of emotional word;, and
ts(e;) andt.(e;) are respectively the first and the last frames of given faoiptession.
We presumed that a given facial expression was a reactidmecgnotional word when
the distanceD;(w;) between this expression and the word was less than half of the
second:

Di(wj) <12 (6.13)
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Table 6.12: Statistics of emotional and non-emotional wdittked to facial expres-
sions.

non-emotional words emotional words

all linked to expr. all linked to expr.
in the recordings 2206 1022 (46.3%) 119 65 (54.6%)
subject 1052 736 (70.0%) 58 48 (82.8%)
supervisor 1154 286 (24.8%) 61 17 (27.9%)

Table 6.13: Emotional words linked to facial expressions.

category emotional words

Praise goodness (greatness), success, deliciousnessdat, talent,
greatness, intelligence

Pleasure silence, darling, niceness, calm, merrimerg, jok

Curiosity interest, strangeness, fascination

Assent goodness (rightly), sureness, rightly, agreenn@ntgrstanding

Sorrow cry, problem, sadness, weakness, pity, dying, wbag

Fright fear, alarm, panic, horribleness, sadist

Irritation anger, irritation

Disapproval  nonsense, disgust, meanness, disabilitycenal

Further, we refer to such facial expression and word (flififil above condition) as
linked to each other.

In our recordings, facial expressions were linked to 65 (#femnt) emotional
words. It is equivalent to 55% of all emotional words spokethie recordings. From
58 emotional words spoken by the subject, 48 words (82.8%)irsked to facial ex-
pressions. For words spoken by the supervisor, this amaumtuich lower. Only
17 emotional words (which amounts to 27.9%) spoken by therstigor are linked
to some facial expression. It is in agreement with our previobservation that the
subject displayed facial expressions mostly during his twvn of speech (not while
listening). In order to check whether the subject reallyliged more facial expres-
sions for emotional words than for any other words we congbat®ve results with
the analogous statistics for non-emotional words (seeeT@ldl2). On the basis of this
comparison we can see, that indeed, emotional words are ofi@re linked to facial
expressions than non-emotional ones. It shows that thefummational words (or at
least some of them) evokes emotions which are expresseciay éxpressions. Par-
ticularly, emotional words spoken by the subject are chareed by relatively high
probability of co-occurring with some facial expressions.

In the next step, we searched whether we can assign emotionds to particular
facial expressions. Most of the selected emotional worgeagped only once or twice
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Figure 6.11: Correlation between categories of emotiomati&and facial expressions
linked to the words from these categories.

in our recordings (see Appendix D.1). It would be unreastnttbdraw a conclusion
about correlation between a given word and a facial expyassi the basis of singular
occurrence of this word, however. Therefore, before weestlaio examine the corre-
lation between emotional words and facial expressiongnatitional words which ap-
peared in the analysed recordings were classified into §aaés (see Appendix D.2).
The selection of the categories and the assignment of easticeral word to a specific
category was done on the basis of a dictionary of synonymbefpblish language
[129]. Table 6.13 presents selected categories with Emgligivalents of emotional
words which were linked to facial expressions (accordintdpeoformula 6.13).
Generally, our conclusions are that the fact which facigregsion is shown for a
given emotional word depends mostly on the context, notemdtrd itself. Itis caused
by the fact, that a given word used in various situations eae ldifferent meaning. For
example, the word “beautiful” can indeed express the admiraf something or can
be used ironically. In each of these two situations it is agganied by a completely
different facial expression. Although the use of an ematievord does not exclusively
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Table 6.14: Percentage of all occurrences in the recordindoccurrences linked to
emotional words for each facial expression.

expression all occurrences in the occurrences linked to
recordings emotional words

astonishment 3.1% 26%
surprise 36.9% 26.9%
sadness 2.1% 1.3%
disbelief 1.7% 3.8%
regret 2.8% 3.8%
grief 13.9% 10.3%
anger 23.0% 26.9%
disgust 7.7% 11.5%
happiness 7.0% 12.8%

determine the displayed facial expression, we can obsemwe orrelation between
categories of emotional words and the facial expressiokedi to the emotional words
from these categories. Figure 6.11 presents how many times gacial expression
was linked to the emotional words from selected categomiéisa analysed recordings.
Itis also interesting to see what percentage of expressioarcences is linked to
some emotional word, for each expression separately. Tloaisaus to see whether
there are some expressions, which are more “emotionaltamersational” than oth-
ers. If we look at the table 6.14, which compares the pergentd all expression
occurrences in the recordings, and those occurrences \ahéclinked to some emo-
tional word, we notice that “surprise” in fact occurs lesteaflinked to the emotional
word, that its overall frequency would suggest. The opposiénd can be seen for
“happiness”, “disgust”, and “anger”. It seems that “susptifulfils more of a “con-
versational” role than “affective”, that is it does not ditly convey an emotion of
“surprise”. The opposite can be said about “happinesssdiast”, and “anger”.

6.5 Knowledge Base

Facial expressions collected from the statistical analgsiformed in section 6.3.1 —
6.3.3 and studies about correlation between facial exjpresand written text in sec-
tions 6.4.2 — 6.4.3 can be used to build the Knowledge Basefigere 1.1). It can be
implemented in the system as a set of straightforward ridesribed below.

On the basis of the observations from section 6.3.1 we aestalpirovide the range
of the acceptable and the most probable lengths of appesraficelected facial ex-
pressions. The results from Table 6.15 can be used directhcial animation support
system. The expressions are limited toplossible rangeof durations, while choosing
the timing outside of therobable rangeresults in warning being issued to the user.

From section 6.3.2 we can define a manner in which the mood efsop influ-
ences the length and the average distance between suedassal expressions:

e Depressed, irritated and nervous people display rarelyaadimdited number of
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Table 6.15: Prediction of occurrence timing for the sel@dteial expressions.

expression possible range (in sec.) probable range (ih sec.
astonishment 1/4-2 1/4-3/4
surprise 0 -0 1/4-1
sadness 1/4-2 1/4-2
disbelieve 1/2—00 1/2-14
regret 1/4—00 1/2-1
grief 1/4-4 1/4-3/4
anger 1/4-4 1/2-1%
disgust 1/4-2 1/2-1
happiness 1/2 -0 1/2-2

facial expressions, but when facial expressions alreaidg athey persist for a
relatively long period of time.

e Happy and excited persons show more often and a largeryafi&icial expres-
sion than sad persons. The displayed facial expressiarfetasshort period of
time, however.

e Confusion, embarrassment, and distraction also are desised by short-term
facial expressions. For confusion and embarrassment teedisplayed in rather
small time intervals from each other, while for distractiime intervales are
much longer.

People’s moodnfluencesfrequency and elapsed time of facial expressions appear-
ances, but itloes not determinetheir type. Which facial expressions are shown results
directly from the particular situation. After defining theod of an animated character
by the user, the system informs him/her about the changés tmost probale duration
and frequency of facial expressions that effects from trecisied mood. Also, the
default duration times are modified accordingly.

Section 6.3.3 provides information about co-occurrendesru Generally, facial
animation support system allows all facial expressionstblended with or adjoined
to another expressions. Exception to the rule is “sadnéss’tin not be placed within
one second after the end of any other expression. Attempaittéspdness” next to
other expression results in warning being issued to the user

Other important co-occurrences are:

e “Astonishment” is always preceded and followed with threerfes of “surprise”.
User can reduce or prolong the duration of “surprise”, butdue not remove it
entirely.

e “Disgust” is by default combined with “anger”. User can migdhe way they
are blended or even remove “anger”, but the attempt of rengtanger” from
the neighbourhood of “disgust” results in warning beingiexto the user.
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e The “disbelief” is followed by “anger”, and “happiness” isqeeded by “sur-

prise”. In both cases, user has a possibility to entirelyoendisplace or change
the length of respectively “anger” or “surprise”, however.

“Grief” is a facial expression which often (in more than 40%cases) appears
together with other expressions. After choosing this esgion the system in-
forms the user about high probability of co-occurrence & #xpression with

another expressions and suggests “surprise” as most gydilabded-in expres-
sion.

Sections 6.4.2 and 6.4.3 provide the user with knowledgeitateationship be-

tween components of the speech and facial expressiongs.shieifying the kind of an
animation (listening of talking person) by the user, thaesyscontrols the frequency of
facial expressions. Too high frequency in the animationlistaner results in warning
being issued to the user about possibility of unrealistiklof too expressive listener.
Additionally, in the animation of a listener the system seslg the use of such facial
expressions as: “sadness”, “regret”, “disbelief”, anddashment”.

Another rules with reference to the text being spoken are:

e Each question is by default ended with the expression optisg”, and excla-

mation mark is by default accompanied with “anger”. The wsar change their
duration or even remove them entirely, however.

Emotions of irritation and disapproval are characterisgdigry facial expres-
sion. Emotional words from these categories are autontligtioaked with the
expression of “anger”. Attempt of removing the expressiesuits in warning
being issued to the user.

Emotional words classified to the “fright” category are byaildt accompanied
with combination of two expressions: “surprise” and “gtiefn this case, user
has a possibility to perform any changes he wants in the idmrgtosition, and
occurrence of each of these expressions separately.

When character is supposed to show approval (in the texe taer phrases:
“yes”, “sure”, “I understand”) the system by default ingetihe expression of

“surprise”. The user can modify and remove this expressibitrarily.



Chapter 7

Semi-Automatic Extraction of
Facial Expressions

Description of the process of feature vector extractiord tre method for
semi-automatic selection of facial expressions from thewirecordings.
Validation of the obtained results.

In this chapter we present a method for semi-automatic etiraof facial expres-
sions from the recordings. The presented method allows-aatoimatic selection of
blocks of frames with displayed characteristic facial @gsions. The extracted facial
expressions can be used to perform statistical analyssepted in chapter 6. Knowl-
edge about facial expressions, gathered from this anabyaisbe used in a system for
facial animation which would support a user in designinggiepriate” from psycho-
and physiological point of view, facial animation. This pher deals therefore with
two aspects of facial expressions extraction:

o feature vector extraction from video frames,
e determination of frames with displayed characteristi¢abexpressions.

Section 7.1 presents a facial model used for facial featle#sction and a process of
tracking feature vectors for each frame of the recordingecadse of the relatively
large data set contained in the feature vector, and a lotisério this data originating
mostly from head and mouth movemeéhntis would be difficult to perform selection
and classification of facial expressions directly on thedag all data. In order to
compress and prepare data for further analysis (selectidrelassification of frames
with displayed facial expressions), first we applied pi@aticomponent analysis on
the extracted feature vectors. This preprocessing stegsirithed in section 7.2. Such
transformed data was used for further process of (semiatto) facial expressions

1We assume, that mouth movement which is a consequence gb¢kelsdoes not influence facial ex-
pressions displayed by the subject. However, this moveiéetts the automated facial feature detection
and classification in an undesirable manner. Thereforeyimesearch we treat mouth movement which is a
consequence of a speech as “noise”.
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. feature vector . facial expression:
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Figure 7.1: Facial expressions extraction as a procesgiagjie.

detection described in section 7.3. Figure 7.1 presentsubeview of facial expres-
sions extraction processing pipeline. In section 7.4 we pgame the timings of the
extracted facial expressions with the timings of the modeidl expressions obtained
by manual selection (as described earlier in section 6.2).

7.1 Feature Vector Extraction

Presentation of the facial model used for extraction ofdhfgatures used
in the process of semi-automatic facial expressions diaasion. Descrip-
tion of the applied detection techniques.

In this section we describe the process of semi-automatiaeion of facial fea-
tures from the digitised video recordings. Numerous temies for tracking a face and
its features have been proposed [35, 21, 79, 147, 150, 149eakure tracking algo-
rithms in some circumstances perform very well, but maygrenfvery badly under
different conditions. It is important to state here that goal was not to develop a new
tracking algorithm or technique which would work on e.g.l+da recordings, but to
show a method in which a feature vector can be processed ar tovdextract blocks
of frames with displayed facial expressions from the reitmysl Therefore, in order
to obtain a feature vector for each frame of the recordingaovit much effort, and as
correctly as possible, we used well-known tracking techesgnd did recordings in a
very controlled environment.

We worked with a point-based facial model (see section Y..Daring the record-
ings all feature points from the model (or areas used forraatiw determination of
needed points) were marked with colours easily distingabéhfrom the natural colour
of the skin and hair: light green and blue (see Figure 7.2kid&s, we also took care
about reasonably good illumination conditions, and themed persons were asked
not to wear green nor blue. In such recording conditions, are use a simple, and
easy to implement, colour based filter for tracking landm@aotlats in each frame in-
dependently. Then, on the basis of positions of featuretpairsuccessive frames and
known dependencies between them, the feature vector wasrdeed. Sections 7.1.2
and 7.1.3 describe step by step the process of feature vedi@ction used in our
research and presented in Figure 7.3.

Itis importantto underline here, that although in our wokkwged landmark points
to mark feature points and simplify the process of trackhrg, this is not necessary.
Our method for feature vector extraction can be substitutitld any other tracking
algorithm (e.g. tracking not-marked feature points andkivioy on real-life recordings
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Figure 7.2: Landmark points and areas used to track faaalifes in the recordings.
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Figure 7.3: Processing flow of facial features tracking.
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with unrestriced illumination conditions). Moreover, datep of the processing flow
described in this chapter can be independently improvetbaneimplemented. Such
improvement can start with collecting better recordingg.(&ith camera fixed to the
head to eliminate head movement) and end up with automatithvegrocess of char-
acteristic facial expressions extraction (e.g. seledtiegacceptable distance between
SOM representative and example facial expression (sei@s&c8.2)).

7.1.1 Measurement Model

Our facial model used to collect information about faciattees is 2D point-based.
We defined 31 feature points on the face (see Figure 7.4) whéatkected on digitised
video images from frontal view, describe the facial movetagand their positions are
used for selection and classification of facial expressi@sr choice of a 2D point-
based facial model was motivated by the following consitiena:

e A 2D facial model is much easier to record, track and prockess @mount of
data) than a 3D model.

e Points, in contrary to e.g. deformable contours or isodgnsaps, are very easy
to define and to process. Changes in the position of featurdspare directly
observable and easy to validate visually.

¢ Information about facial expressions can be clearly dbedrby the movement
of points related to facial features: eyebrows, eyes, nogeith, chin. Studies
show [17, 26] that people easily recognise facial expressimly by observing
movements of marked points on the real human face.

A multitude of point-based facial models has been repontetthé literature [56,
33, 102, 108]. Some models [56, 108] are very detailed. Tlogyain feature points
related to the shape of a head or a nose which are, indeecedheagl to generate a
clone of a real person, but are completely not relevant fopoupose — selection and
classification of facial expressions. In some models [1&?, &e found that a few
feature points are related to the same facial feature. Fample, using together points
on upperand lower contour of the eyebrow or lip give redundant inforroati This
redundancy can be very useful in some circumstances; wigem ¢racking algorithm
uses it to validate the correctness of found points; butpesiluous in our case.

Our process of designing of the model was based on analyisisand adjustment
of the existing models in such a way, that the final model Sasi®ur needs:

e Feature points can be easily marked (to simplify the prooésscking them).

e Facial movements related to facial expressions shouldteffehe displacement
of feature points.

In our model, the movement of the feature points revealsgésim the appearance
of the most relevant facial features: mouth, eyes, eyelrb8ef 31 points are located
on (or close to) the mentioned facial features. Thanks tahivéce of marking feature
points on the face of the recorded person, we also could ate salditional points
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Figure 7.4: Facial model.

located on forehead, cheeks and chin. They give us addiiidioamation about facial
expressions, and are often omitted in facial models intérfideautomatic tracking in
real (that means without markers) video recordings. At treestime, we know that
those points contribute to our perception of the facial apaece changes [74]. The
only important disadvantage of our model is that it does noluide any information
about gaze direction, which is considered as very impoiteate-to-face communica-
tion [12, 60]. However, our recordings are basedead dialogs, where subject looks
on a piece of a paper with the text, and gaze does not reafiy ifalconversational
functions.

Head orientation significantly affects the facial appeeearand in the same way,
the measured positions of feature points in the model. Tamise the influence of
scaling and rotation of the head on extracted positionsefahture points we utilised
some features of the applied model. The fiducial péintis used to remove the move-
ment of the head iny plane, the line between point and Ps; to reduce rotation of
the head, and the distanceardirection between points, and Ps to scale size. For
more details about minimising noise originating form headipon and rotation see
section 7.2.1.

Feature points are located in places where we could easilya ticker on the
recorded person’s face and the stickers were well visiblee dssumption of placing
stickers on the real human face, was the reason why we e.gneddgature points
no. 12 and 13 not on the border between eye and lower eyeliitifvidrusually used
in facial models), but below the lower contour of the eye. e same reason, we
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used upper border of the eyebrows instead of the lower omgadtmuch easier to put
stickers above the eyebrow (they glue better) than belodtlagy were more visible
(eyelashes can sometimes overshadow the lower contous ef/gsbrow). The only de-
parture from this rule are points no. 10 and 11 placed on tipeugyelid. Although it
was difficult to place control markers there (uncomfortdbiehe subject, possibly ob-
scured during the facial movements), we decided that theisespare so essential and
relevant in facial expressions classification that we cadoavithout them. In order to
mark them on the subject’s face, we painted the upper lid GThe detailed description
how we obtained the positions of feature points from thekstie and painted eyelids
is given in section 7.1.2.

7.1.2 Tracking of Landmark Points

The first step of feature vector extraction consisted in figdieature points in each
frame of the recordings. As we mentioned earlier, in ordesitoplify the task of
tracking feature points, all points were marked on the stisjéace with well distin-
guishable colours. After a few test recordings with différenarkers we decided to
mark feature points, except points no. 10 and 11, with gréiekess. As digitised
video sequences were saved with resolution of<Z16 pixels, the size of the visible
sticker area amounts to at least B pixels. In order to mark position of points 10 and
11, both upper eyelids were painted with blue makeup (se&r€&ig.2).

For each frame, when tracking the position of the featuratgave started with a
fixed colour based filter in HSVh{ue, saturation, valyecolour space. For each pixel
P = (x,y) we calculate its colou€pr = (hp,sp,vp) and pass it through the filter
function:

1, [|Cp — Cyreenl| <1
F(z,y) =1 2, [[Cp — Chiuell <1 (7.1)
0, otherwise

where the distance metric is defined as follows:

ICp — G| = max ( Leep =il Jsp—sel Jveu]

e 0w > (7.2)

t = green, blue

Cp is the colour of the pixeP, C; = (h¢, s¢, v+) Wheret = green, blue are template
colours respectively for green stickers and blue paint@nek (h.., s, v, ) is accepted
spread range for the template colours. Template coloyfs.,, andCy,,. as well as
their accepted rang€,. were set only once in the beginning of the tracking process
for a given subject. For one, randomly chosen frame from ¢eendings, for each
green landmark point, we manually selected one pixel lacetgide it and calculated
its colour. In order to take samples of blue colour used tatpyelids we selected a
few pixels located on various parts of each eyelid. Thenherbasis of taken samples
we determined template colours and their range.

As a result of colour based filtering, the image is partitthioa pixels in colour
similar to the colour of green sticker$'(z,y) = 1), similar to the colour of the blue
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Figure 7.5: Feature points extraction. (a) Original ima@®g, fixed colour filtered
image, (c) erosion performed on filtered image, (d) erosiuhdilation performed on
filtered image.

paint (F(z,y) = 2) and othersF'(x,y) = 0). Because of imperfections in illumina-
tion of the face during the recordings, and the compressimideo sequences, such
segmentation contains some unwanted artifacts and sériéendnaccuracies along the
markers boundaries (see Figure 7.5b). In order to redusértadequacy we applied
a so called closure operation which, roughly speaking, lshamove small groups
accidentally found pixels and smooth the contours of priggeund areas. This oper-
ation is performed by firstly applying a binary erosion operéy 3x3 neighbourhood
(Figure 7.5c), and subsequently a binary dilation openattbrthe same structuring el-
ement (Figure 7.5d). In this way, the processed image amtauniform background
(F(z,y) = 0) with groups (blobs) of active (non-zero) pixels corresgiog to the
position of stickers and painted eyelids.

To obtain the positions of feature points, we have to cateutlse position of each
blob, and to decide whether it corresponds to one of the rdaiéa&ture points or is
just noise. Let’s denot® as the set of pixel®; = (z;,y;) that belong to this blob,
wherei € 1,2,...,n andn is a number of pixels in the bloB. The position of the
blob corresponding to the stickef (z, y) = 1) was calculated as the centre of gravity
of the blobB:

B(z,y) = %(Z l’i,zyi) (7.3)
=1 =1

while position of the blob corresponding to the painted eyt (x, y) = 2) was de-
fined:

B(z,y) = (% in, min(y;)) (7.4)
i=1
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Figure 7.6: Example of improper feature points selectiapnfissed markers, (b) two
selected points corresponding to one marker, (c) two separarkers covered by one
big blob.

Unfortunately, during the experiments, we found out, thadme cases, our track-
ing method was not sufficient for proper marker selectioner&hwere two main rea-
sons for it. In some images, as a result of not perfect illatidm of the face, some
markers were not find at all (Figure 7.6a), or two blobs apgear place of one marker
(see Figure 7.6b). Also when the subject press his/herdipath other, and the stickers
placed around the mouth join together, our tracking methds! ftwo separate stickers
are covered by one big blob (Figure 7.6c).

In order to improve the accuracy of markers selection, wel lssic knowledge
about coordinates of the feature points in the facial mo#iter the positions of blobs
are calculated, we perform a validation of the found poirfgst of all, to remove
background noise, we set two separate regions of interestfar green and one for
blue markers. Only points that fall within the selected amafurther taken into con-
sideration. Because we asked subjects not to move their dwe@th the recordings,
the regions of interest, as well as template colours, werasg once, in the beginning
of the tracking process.

Additionally, to reduce the problem of detecting two blolmsresponding to one
feature point (see Figure 7.7a), we checked whether fouwtustdre distant enough to
treat them as separate blobs, or they represent the samenmriatie distance between
two blobs is shorter than a predefined limit (in our case 9lg)x&ve merge them and
calculate a position of a new blob as a middle point of unifiledb (see Figure 7.7).
This condition may seem at the first sight to amplify the peobbf merging markers
around the lips, but it does not. In our recordings, the sfzbetypical blob is usually
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Figure 7.7: Validation of the extracted feature points (@&ioal selection — two points
correspond to one marker, (b) after the validation.

between 5 and 10 pixels in one direction, and therefore, itartte between typical
blobs, even when they are separated only by one pixel, islothgn the predefined
limit (9 pixels). In order to obtain a distance between twpasate blobs smaller than
9 pixels, at least one blob must be small. Such conditionestgghat both blobs cover
different parts of the same sticker.

Validation of the accuracy of found positions of featuresis difficult to perform
as we do not have the real positions of the feature pointdadnlaifor comparison.
However, on the basis of visual inspection, we estimatetti@tocalisation error for
correctly found blobs corresponding to stickers (that isdalobs that cover only one
sticker), in most of the frames, is on the level of human penfince and remains
below 2 pixels. For blobs that cover more than one stickein(&sgure 7.6c) or blobs
corresponding to painted eyelids the approximated |cai@dis error is appropriately
higher. The higher error for feature points no.10 and 11 fendyelids) is mainly a
consequence of bad illumination in this place (it is ovedsiveed by eyebrows and
eyelashes) and the fact that during the recordings, as st & blinking, the paint
from eyelids was partially wiped off.

7.1.3 Geometric Consistency Enforcement

After obtaining the positions of the markers, we need toealmon-trivial problem: or-
dering them consistently throughout the whole set of rdogsl The matter is further
complicated by the fact that in some frames we have to dehlmissing or spurious
points. For this task we implemented a temporally guidedmggdcal consistency re-
inforcement. The rest of this section describes briefly #egal idea of the algorithm
used in this task.

The human face, even though flexible and constantly changinmt a freely de-
formable surface. For this reason, there are some well dbfimiestraints to the relative
positions of the tracked markers. For example the marké&edip of the nose (hnumber
20) cannot be observed above the line connecting any of #ndicynarkers from both
left and right eye (i.e. 10-11 and 12-13). At the same timekera 11 and 13 (left
eye-lids) must reside on the left hand side of the line cotingdip of the nose (20)
with forehead marker (1). Using the knowledge about facélrgetry, one can define
multiple suchine dependenciesn the face.
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(@) (b) (€)

Figure 7.8: Using triangle orientation for consistencyalieg: (a) original positions
of markers, (b) deformed markers incorrectly numbereddéprmed markers in the
appropriate order.

While the line dependencieare mostly induced by the physiologically possible
ranges of facial movements, another set of constraintssstiractly from the mathe-
matical notion of the face as an orientable surface (i.efasarhaving front and back
sides). The fact that for any triangle on such surface, thentation of its projected
vertices will not change unless it becomes occluded (i.einfathe observer with its
back side) is commonly used in most implementations of 3DmaeT graphics. Obvi-
ously, we can use the same feature for assessing whethed#réng of points changed
inadvertently between tracked frames (see Figure 7.8).

In our implementation, we chose to define a redundant setrdtraints on both
line andorientation dependencie¥ he set is made redundant because we have to deal
with the fact that in some frames some markers were not fotuad. aObviously any
constraints that involve those missing markers cannot kentanto consideration in
geometrical consistency enforcement, thus the need famdaht constraints. Con-
cluding, we use 3@rientation dependenciemd 24line dependencieat each frame.
The program is allowed to introduce any number of missingigofrelieving itself
from related constraints), but it is then penalised for ezfdchem. In the end, having a
number of possible point orderings, all satisfying the defioonstraints, the one with
least number of missing points is selected.

A brute-force search through all possible point orderingsla not be possible be-
cause of a sheer number of permutatiodid,(not including missing and superfluous
markers). For this reason, we employ a temporal guidanciéniing the ordering in
next frame, based on the results from previous frame. Irsttfieme, the possibly new
orderings of the points are not chosen from all possible p&tions, but only from
those where new positions lay within predefined radius froavipus frame (see Fig-
ure 7.9). The points missing in previous frame are taken fiteepool of all possible
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Figure 7.9: Temporal guidance in point ordering: (a) orddipositions of markers,
(b) temporally consistent numbering of markers in the coutee frame, (c) another
temporally allowed numbering, but with marker 5 missing] ane superfluous point.
Although both (b) and (c) orderings are allowed, the sotufio) will be taken as the
one with higher overall score.

points, and in the same manner, the program is allowed todate a number of miss-
ing points in the processed frame. If for a given displacemetius, no ordering can
be found that fullfills all of the constraints, the radiusxpanded by a constant factor,
and the procedure is repeated.

After collecting all the possible point orderings, whichisfy the constraints, they
are scored on basis of the summed displacement from prefremag, and the number
of points treated as missing. The ordering which scoresiteelt is then saved, and
the program proceeds to the next frame.

The temporal guidance not only cuts the number of possitiepiations, it also
enables ordering of points in cases where the geometriostiGints are not stringent
enough to select unique ordering. In such cases, the teingaidance allows the
program to chose the ordering which implies the smallegti@éi®ment of the markers
with respect to the previous frame. As rapid, erratic, mosetsof markers are usually
the result of misguided tracking, this is a clear benefit ofkiray with time-dependent
processing of the data.

7.2 Data Complexity and Noise Reduction

Description of the preprocessing performed to reduce dsiwerality and
complexity of feature vectors.

Each feature vector (31 markersid), extracted from the recordings in the way de-
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scribed in the previous section, is represented by relgtimege data (62 dimensional)
which also contains a significant amount of noise origirgatiom a few sources:

e We use a fixed colour based filtering, which is simple and cdatmnally ef-
fective method for tracking markers. Unfortunately, it wt fully sufficient for
proper marker selection. Applying a simple validation (seetion 7.1.2) the
tracking results can be improved but still, they are notgerfln some images,
not all markers are found or unwanted artifacts are seléngtelad and/or along-
side the markers.

e Selected data, intended for the analysis, contain 10 se&cofdings of a given
person, one for each selected fragment from the book (s¢ersécl.3). Be-
cause of the fact that the subject could move between thétbets was a short
pause between the recordings), the position and size of¢aé may vary a bit
between the sets.

e Although subjects were asked to limit the movement of themdduring the
recordings, some rotation of the head can be observed.

To minimise the impact of above described inaccuracies arfddmpress” data in-
tended for further analysis we have performed a few postgesing operations on the
extracted data (section 7.2.1) and then applied Principatgnent Analysis (PCA)
to the corrected feature vector (section 7.2.2). The postgssing operations utilise
the knowledge about possible ranges of facial deformatiosig this knowledge we
put constraints on the positions of the feature points iatieh to each other.

7.2.1 Automatic Feature Vector Correction

We start the feature vector corrections by filling in the ctioates of the points which
were missed during the tracking. At this stage of featuréorezxtraction, the number
of missing points was 14204 (constituting 1.75% of all pgiftom the recordings),
and they were missing in 12050 of frames (almost 46% of resmbrthta). The most
difficult to track was point no.8 which was missing in as magyl8076 frames (38%).
This point is located on the side of the subjects eyebrowingube sticker placed in
this area to appear smaller and lesser illuminated thanetsteof the stickers. Point
no.9, was missing 1545 times (6%), for similar reasons.

The position of missing points can be deduced on the basisafk coordinates of
the marker in neighbouring frames, yet there is an additimsae that must be taken
into consideration. When (one or more) points in a given #ame missing, the process
of geometric consistency enforcement results sometimé@apnoper ordering of the
markers. The number of a missing point may be assigned todighlnouring point
which in turn is marked as the missing one (see Figure 7.10¢réfore, when filling
in the missing markers, our task is not only to approximagér thositions, but also to
resolve above described conflict and determine the propstigues of neighbouring
points.

Firstly, based on the position of the missing point in thevimes and the consec-
utive frames, the position of the marker is interpolatedyling in coordinate®; (n)
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Figure 7.10: Example of improper ordering: (a) original ifioas of markers with
appropriate numbering, markers in successive frame: vylitets determine positions
of markers in the previous frame, black points represemdaquositions of markers,
gray point shows position of missing marker (b) in the appiadp order, (c) incorrectly
numbered.
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Figure 7.11: Determination of position of missing paiit(n).

(see Figure 7.11). In case the point is missing for more tmarfame, the temporally
closest known positions are used. In the next step, we detettire neighbouring point
P with the shortest distance to the interpolated positiod,@iculate its “presumed”
position in the same way as for missing poirfrtz'(n)). After the comparison of the
distances between interpolated positions of points andtribe/n position of “contro-
versial” points ¢; andds), the new and appropriate ordering is determined, and the
positions of both points in a given frame are set approgyiate

To prepare feature vectors extracted from 10 different aketscordings for joint
analysis, we had to prepare the data in such a way that fasjladement is repre-
sented consistently across all recordings. That meansadédhremove (reduce) any
movement of the head between the recorded sets. To obtajrfitht we reduced the
movement in thecy plane by performing translation of points in such a way troanp
no. 20 (tip of the nose) was at the beginning of the coordiagstem (in the follow-
ing description, we use the coordinate system withplane being the plane of the
recorded image, and axis pointing towards camera). To minimise the effects ef th
movement along axis between the recordings (in other words, to fix the apypaize
of the head), we normalised the feature vector for each déngrset independently.
The normalisation can be performed by noticing that poiot2n(P, = (2, y2)) and
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Figure 7.12: Tracks of markers for two sets of recordingswi@h interpolation of
missing points only, (b) after centralisation and nornaln, (c) after reducing the
noise originating from the rotation arounaxis.

no. 3 (P; = (z3,ys)) located on the forehead are moving only up and down, thus the
distance between them indirection (¢35 — x2) should be constant. For each recording
set we calculated the “unit” of normalisation as:

N
1 , :
unit = N g \/ (2 — x})? (7.5)
=1

wherej is a number of a given framg, € 1,..., N and N is a number of all frames
in a given recording. Then eackth point ¢ € 1,2,...31) in the given frame was
normalised as follows: ‘ ,

i_ Ty 76
P =(—= m) (7.6)
Figure 7.12(a — b) presents the 2D trajectory of markersyior sets of recordings
before and after the process of centralisation and noratais

In the last stage of feature vector correction process wecesdithe noise resulting
from the rotation of the head aroundxis (tilt of the head). We rotated all of the points
so that the line between points no. 1 (between eyebrows) andIn(on the chin) is
vertical in each frame of the recordings. Additionally, tmplify further analysis of
the movements for upper and lower parts of the head respbgtive translated all
points in this way that the averageosition of points no. 14 and kb= (y14+ y15)/2
was equal 0 (see Figure 7.12c).

7.2.2 Dimensionality Reduction

After finishing the process of feature vector correctiorsalided in the previous sec-
tion, we concatenated all feature vectors acquired in Idfeecordings. In total, we
obtained the unified trajectories of 31 markers for 2622@&sa.of recordings. As each
of the markers is described by two coordinates, our datasetisted of matrix:

X =[X1, Xs,..X,] ,n = 26223 (7.7)
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Figure 7.13: Cumulative contribution of the principal camngnts to the variation in
data.

whereX,; = [z;1, 42, ...,xiSQ]T ,1 €1,2,...,nis a 62 dimensional vector representing
2D position of markers in theth frame. It is from this dataset that we have to extract
and classify frames showing relevant facial expressions.

In order to decrease the amount of data that need to be peackssher, we per-
formed Principal Component Analysis (PCA) on the colledtagectories. It often is
assumed that relatively small contributions to the vareaincdata are not actually re-
lated to the real changes in the data, but are rather the dsudise and measurement
inaccuracy. Therefore, although the use of PCA on our deiteaened mainly at com-
pressing the collected data, and extracting the most neideatures, we also profit
from the noise reduction provided by PCA.

To improve the reliability of iterational diagonalisatiof the variance matrix (as
implemented in Octave math package [2]) we need to centrddtee (X) around its
mean valueX). The resulting datasek{;) has its mean value equal to zero, which we
will use to make the preliminary selection of frames withexeint facial activity (see
section 7.3).

As a result of PCA we obtained eigenvectors of the covariamaiix of the input
data with corresponding eigenvalues. The eigenvectofs thé highest eigenvalues
characterise the most significant facial deformationsuféd.13 shows how succes-
sive components contribute to the variation in data. As wesse, already the first
59 PCs describe the total variation in the data. The eigaesadf the last three com-
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Table 7.1: The influence of first five PCs on each of 31 markertpoirhe values given
are percentages of the biggest marker displacement cords to each PC.

PC1 PC2 PC3 PC4 PC5

Point 1 31 80 23 50 98
Point 2 21 69 80 33 12
Point 3 21 61 73 27 34
Point 4 31 100 82 68 80
eyebrows Point5 27 87 59 44 35
Point 6 21 92 99 80 18
Point 7 27 82 38 49 35
Point 8 13 53 74 84 66
Point 9 23 55 90 31 61
Point 10 13 40 100 46 100
Point 11 19 29 93 4 97
eyes Point 12 4 13 44 52 40
Point 13 15 6 87 10 39
Point 14 2 6 19 51 17
Point 15 13 5 73 16 57
Point 16 5 9 19 56 44
cheeks Point 17 12 13 54 13 57
Point 18 21 11 6 100 57
Point 19 11 1 89 49 85
Point 20 7 10 38 72 43
Point 21 9 15 53 69 47
Point 22 12 10 36 70 52
Point 23 15 15 50 48 59
Point 24 34 13 18 81 48
mouth Point 25 30 6 72 33 54
and Point 26 81 39 35 36 30
chin Point 27 82 39 35 6 33
Point 28 59 20 5 55 43
Point 29 59 20 40 23 51
Point 30 100 51 49 22 13

Point 31 80 32 9 43 12
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Figure 7.14: Visualisation of the movement representeda)ythe first and (b) the
second principal component.

ponents are equal 0, thus indeed there was a (small) redey@aour data, and the
dimensionality of the dataset is automatically reducedxoAdditionally we can no-
tice, that the first few eigenvalues are much higher thandke iin fact, the first five
principal components accommodate 50% of the data variafi@ile 7.1 shows the
rate of influence of each of those components on the markers.

Unfortunately, the contribution of the consecutive prpaticomponents to the vari-
ance in the data does not decrease as steeply as we would fikeand as it was
previously reported [76, 90, 13, 89] (see also section 3.3 13 results reported in lit-
erature were focused mainly on speech animation, howaveul analysis, the facial
movements resulting from the speech, emotions, and caati@nal signals occur to-
gether throughout across the whole set of recordings. sowis, that the correlation
between all possible facial movements is smaller than theelation of movements
originating only from speech. The data is more spread, aacktore the number of
principal components with relatively big contribution teet variance in the data is
higher. Though Kshirsagar et al. [89] report the resultsrefiting expressive speech
animation by use of PCA, their research regards only sixclasiotions, and, what is
more important here, the recordings were done separate$péech and emotions. In
our case we had to deal with the analysis of (unknown) fagiatesssions blended with
speech. For further processing we chose to use the first 3pauents that describe
90% of the total variation in the data. Figure 7.14 shows tifl@énce of the first two
principal components on the markers. The circles reprabentean position of the
markers, and the lines indicate the direction of the moveniBme length of the lines
is equal to standard deviation of the appropriate markeitipnsalong the direction
described by principal component.
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7.3 Self-Organising Maps

Semi-automatic process of selection and clustering of/egiefacial ex-
pressions from the video recordings.

Classification of a large amount (26223) of 62-dimensioeatdre vectors is a
challenging task. As we described in the previous sectierfppming PCA on a large
dataset may reduce noisiness and dimensionality of thebyatepresenting the most
relevant features of the original data with the first 33 ppatcomponents. Selection
and clustering of frames with relevant facial expressigmesented in this section,
is based on processing of 33-dimensional dataset (repgimegenost of the relevant
features of the original, 62-dimensional dataset).

One of the biggest challenges in detection of frames withwveeit facial expressions
obtained from video recordings of a listeniagd talking person, is to separate facial
deformations which are a consequence of speech (and whichdsbe ignored) from
the rest of facial activities. It is especially difficult windoth kinds of deformations
are mixed together. Therefore, the classification of fagigressions extracted from
video recordings of a talking person has to be performed insteps. First we have to
select frames with visible facial deformations resultingni displayed facial expres-
sions (emotions and conversational signals). This selestiould include frames with
facial expressions shown separately, as well as framedadgthl expressions blended
with deformations resulting from speech. In other words haee to remove from our
dataset, the feature vectors that represent neutral (arsalneutral) faces, and faces
with facial deformations resultingnly from speech. In the second step, the selected
frames should be clustered according to the kind of faciptession they display.

7.3.1 Selection of Template Expressions

In order to automatically select different types of facigbeessions that appear during
the recordings, we decided to apply one of the unsupervisettiads, suitable for
grouping the data when no groups are knaavpriori. We chose the self-organising
map (SOM) algorithm [88], because SOM is a neural networloréign based on
unsupervised learning, that represents high-dimensaatalin low-dimensional form
in such a way that relative distances between data pointpraserved. It produces
thus grid of clusters, with smooth transition between th€his property is very useful
in our case as the facial deformations are also changingthityoddditionally, such
clustering allows some overlap, which can be beneficial Spbecause we have to deal
with the “noisy” data, where some features (facial defoioret resulting from speech)
should be disregarded.

The SOM algorithm provides clustering of the data in such g tlat it covers as
much of the training data as possible. When most of the dat@sent one specific
feature, the representatives on the map will also in the ritgj@present this particu-
lar feature, and “outsiders” in the data will be ordered urfdecidental” neurons. In
order to obtain a map of representatives of all featuresardtita, the features should
occur in the data more or less the same number of times. Frewighal inspection of
our recordings, we know that in most of the frames (more ttf@#b)the subject did not
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show any relevant facial expressions. His or her face wasaleand facial movement
which could be measured resulted only from the speech. Tleans) if we trained
SOM with all our data, the most of the SOM representativeslevoarrespond to a
neutral face, and facial expressions would be “overlookd&d’recover as much rele-
vant facial expressions as possible from the recordingsewmved from the training
data as much frames with neutral face as possible.

As described in section 7.2.2, the PCA was performed on tkee epressed as
the deformation from the mean facial vector. The mean venftdhe recorded data
represents corresponds closely to the neutral face. Thiesmondence stems from the
following facts:

o facial expressions are shown only in about 30% of framesaafrings,

¢ facial movements resulting from the speech are usuallpgighan these result-
ing from showing facial expressions,

e throughout the recordings there is a balance between fefarmations in op-
posite directions (e.g. between raised and lowered eyef)row

Faces with facial deformations resulting from speech ondypsitioned close to the
mean face, while faces with large deformations from the niaem represent relevant
facial expressions. To find the representatives for diffetgpes of facial expressions,
it was possible to remove as much as 80% of frames from the S@slining set
corresponding to small deformations from the mean faceovect

The result of training two-dimensional (10x10) SOM on stddalata is presented
in Figure 7.15. We can observe, that indeed, the represezgaif SOM describe var-
ious facial expressions with smooth transition betweemthén order to distinguish
clusters of similar facial expressions, first we inveseglthe Euclidean distances be
tween weights of neighbouring neurons. Figure 7.16 showgdpology of the map
with the distances between neurons represented with gregydines. The colours in
the figure have been selected so that the lighter the coldwelea two neurons is, then
smaller is the relative distance between them.

As we were expecting, the distances between weights of heiging neurons do
not mark out any distinct borders (with some exceptiong) tharefore it is impossible
to determine clusters of similar facial expressions autarally. The lack of evident
borders between clusters can be explained by the fact,nitfatt there are often no
distinct borders between facial expressions. As we preddntsection 6.3.3 they of-
ten appear in various combinations, and are blended inrdiffevays. Besides, the
most remarkable feature, according to which the SOM algoriperformed cluster-
ing, is the shape (opening) of the mouth. But we know, that fisature is influenced
by both speech and facial expressions and should not be timed®t@rminant for our
clustering. Therefore we decided to define the clusters aibnbased on the neuron
representatives. The selection is presented in Figure 7Thé numbers assigned to
neurons refer to numbers assigned to facial expressioastedlmanually (see sec-
tion 6.2).



118CHAPTER 7. SEMI-AUTOMATIC EXTRACTION OF FACIAL EXPRESSIOS

Figure 7.15: The result of training SOM on the selected datch neuron shows the
facial expression that best matches the neuron representat
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Figure 7.16: Distances between weights of neighbouringareucalculated for SOM
from the Figure 7.15. Dark colour between two neurons dessriarge distance be-
tween them. Numbers assigned to neurons define clustering.

7.3.2 Extraction of Characteristic Facial Expressions

In the previous section we described the process of seroivatic selection of various
templates of facial expressions that appear during theovideordings. The next step
is to extract the timing of these expressions. For each i@ ekpression we have to
determine the segments (the first and the last frame) ofdisroence. This process also
is semi-automatic. It is based on a selection of separatecisavith facial expressions
similar to the one represented by a given neuron, and them tine selected frames,
determining the segments of a given expression.

Let us consider a clustdt containingk neurons representing expressigp. For
eachi® neuron from the cluster we determine a fratnéhat best matches the neu-
ron’s weight. The remaining frames(j € {1, ..., N} — {i}, whereN is a number of
all frames in the recordings) are arranged in order desogrfddom the best matched
frame. From a visual inspection of the ordered framese choose the firsi; frames
which in majority resemble the original facial expressignT he distance of the last se-
lected frame from the best matched frame is further refaasdatie “frame acceptance”
distance. Figure 7.17 shows an example of how to determmdrédme acceptance
distanced, which is depicted in Figure 7.17 with the solid line. We cae ¢hat if we
would further increase the acceptance distance (indicsitbddashed line) we would
end up with fewer frames showing selected facial expregbiam frames representing
other facial expressions.

Although feature vectors of ath; selected frames are the most similar to the fea-
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expressian 2

Figure 7.17: Example of determining the frames, which rdderthe facial expression
represented by given neuron.

ture vector of the best matched frare they do not necessary represent the same
facial expression. The majority of the selected framesgéuntl represent a given facial
expression, but there occur also some facial expressiahgliffier from the original
one. How many frames with different expressions from thegioal one will be se-
lected depends on the distance we take into account. Besidesan also see that the
acceptable distance depends on the position of frigrimethe input space.

We repeat the above described step for each neuron from a givster ensuring
that the frames which were already selected for one neun the cluster are not
included into the selection for another neuron. After fimghthis step we obtain the
selection of:

k
i=1

various frames with feature vectors similar to those thachmthe weights of the neu-
rons from a given cluster.

In order to determine segments of a given facial expresgiom fthe selected
frames, first we “completed” the interrupted sequencesarhés. Let's assume that
Tk is a list of M frames selected for clustéf, and arranged according to their num-
bers in ascending order. If there is a “gap” of one frame betvwie/o successive frames
from Tk we added this missing frame to the list of selected fraffyesThus:

fj_l, tj+1 cTkg = tj c Tk (79)

wherej € {2,3,..., N — 1} andN is a number of all frames in the recordings. Next,
from such “completed” lisT'x, we removed all frames which do not occur in the se-
quence of at least five frames. In this way we eliminated fromlist all “accidentally”
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Table 7.2: Statistics of facial expressions extracted i@raisautomatic way.

expression number of segments number of frames % of frames
astonishment 5 56 0.21
surprise 84 1511 5.76
sadness 8 149 0.57
disbelief 7 210 0.80
regret 9 176 0.67
grief 27 525 2.00
anger 65 1479 5.64
disgust 25 359 1.37
happiness 21 714 2.72
understanding 2 40 0.15
satisfaction 2 15 0.06
ironic smile 3 28 0.11

included frames which probably do not show the facial exgiceswe are looking for.
Sequences of at least five frames were further treated ast@estg of a given facial
expression. In the last step we join segments into longanshhy defining the dis-
tance between two successive segmeﬁ,gsa(ndeﬁ;* 1Y of given facial expressioa,
as:

D(el, efdh) = to(effh) — te(ely) (7.10)

wherel € {1,...,L — 1} andL is a number of all segments froffy, t,(e}) is the
first frame of next segment artd(e’, ) is the last frame of the preceding segment. If
this distance is shorter than half of a second (12 frames):

D(él,eldt) <12 (7.11)

we joined these two segmenté,&,e?{”) into one longer segment that starts in frame
ts(ek) and ends in frame, (e}F ).

As a result of the described semi-automatic extraction affeexpressions from
video recording we obtained 258 segments of 12 variouslfagessions. To com-
pare the semi-automatic selection to the manual labelliagle 7.2 presents the same
statistical information about extracted facial expressithat are presented for facial
expressions selected manually in Table 6.3. More detaibeaparison of facial ex-
pressions obtained in both selections is presented in retibs.

7.4 Extraction Results

Comparison of the facial expression segments extracted fle video
recordings in semi-automatic way to the ones selected nignua

In order to evaluate the described method for semi-aut@reatraction of relevant
facial expressions from the video recordings, we assuntghbamanual selection of
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Table 7.3: Comparison of frames classified manually andrm-seitomatic way. The
total is split depending on the number of expressions shawing frame.

manual semi-automatic correctly

neutral face 18850 20850 18507 (88%)
1 expression 6650 4619 3920 (85%)
2 expressions 723 754 201 (27%)
total 26223 26223 22628 (86%)

facial expressions (its timing and classification) is flaastet represents our reference
benchmark, to which the semi-automatic classification khoanverge. We performed
two kinds of validation. Firstly we analysed the similagibetween single frames
across the whole dataset, and later we studied the corrdspoa between segments of
facial expressions resulting from manual and semi-auterokssification of recorded
frames.

In both cases (manual and semi-automatic), each frammedescribed by a 12-
dimensional vectoE (t) = [e1(t)...e12(t)], wheree;(t) is 1 if given framet is marked
as showing expressian or O otherwise (see also description in section 6.3). \fscto
E(t) are used to determine the correspondence between both deethselecting
relevant facial expressions.

To examine the correlation on a single frame level, we corghal(t) vectors for
each frame from the recordings. For 86.3% of all frames thlecten of facial expres-
sions in manual and semi-automatic way was exactly the sdro#h£ (¢) vectors were
identical. In 10.3% of the recordings, the frames were nadssshowing facial expres-
sion (or combination of facial expressions) in manual [kbg] while semi-automatic
extraction clustered them as showing neutral face. Only.3f6lof the frames semi-
automatic classification assigned an expression to thealdtame. The remaining
2.1% of frames in both methods were described as showingritiff facial expres-
sions.

From the above statistics we conclude that our method chisi¢racted facial ex-
pressions pretty well, but has some problems with extrgaihframes with relevant
facial expressions. That is, the method has a rather higishiotd of activation, which
causes many faint expressions to be incorrectly classifietkatral face. Facial ex-
pressions showed with small intensities (they often octtin@ beginning and at the
end of the expression segment) are rather difficult to ektraan automatic way. It
is consistent with the observation that the segments oélf@sipressions selected in
the manual labelling are generally longer than the onestselén the semi-automatic
way. In the manual selection, the average length of the segis:28 frames while in
semi-automatic selection it is only 20 frames. It is alsotiaroticing that the method
for semi-automatic extraction of facial expressions gslealy those segments of fa-
cial expressions that have 5 or more frames. At the same Soeh short segments
of the expression of “surprise” are present in our recorslirigact that they could not
be extracted in semi-automatic way also influenced nedgtive number of extracted
frames with relevant expressions.
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astonishment 81
surprise 53
sadness 33
disbelief 0
regret 54
grief 62
anger 28
disgust 34
happiness 14
understanding 33
satisfaction 39
ironic smile 0
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Figure 7.18: Classification agreement between frames ibescas particular facial
expression in manual and semi-automatic process

It shows in Table 7.3 that the semi-automatic method hasl@mbwith selection
and clustering of mixed expressions. Although the SOM dtlgor provides cluster-
ing with smooth transitions between different clusters tredefore it allows for some
overlap of the clusters, yet a lot of frames with blended egpions are clustered incor-
rectly (be it as a different expression, or as a neutral fakg)ve can see in Table 7.3,
the percent of frames that were correctly labelled in samd@atic way is very high
for neutral faces, but for frames with two blended facialreggions it is (unsatisfacto-
rily) low.

When we compare the agreement between frames for partfewiaf expressions
we observe that most of the facial expressions extracteeérm-automatic way are
indeed clustered correctly (see figure 7.18). The errorwitte respect to frames se-
lected with the SOM algorithm if showing particular faciaipeessions that coincide
with such manually marked frames is usually below 15%. Oabjdl expressions of
“astonishment”, “sadness”, and “ironic smile” do not fellthis pattern. However, the
error rate with respect to the reference labelling is uguallich higher. It is in agree-
ment with our previous observation that the presented ndetlassifies the expressions
correctly, but is rather limited in its ability to extract af their occurrences.

It is also worth noticing that the proposed method gives yergr results for the
“astonishment” expression. One of the characteristiafestof this facial expression
is the wide opening of the eyelids. In our measurement malislpccurrence results
in movement of points no.10 and 11. However, as it is desdribeaection 7.1.2, the
estimated localisation error for these points is distinbtgher than for the rest of the
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points in our model. The inaccuracy of classifying the “agbment” expression is a
direct result of this localisation error.

Finally, we can investigate the agreement between segroéfdsial expressions
selected manually and in semi-automatic way. We assumetiltasegments (one
selected manually and one selected in semi-automatic waggide with each other
when they are described by the same facial expression (obication of facial ex-
pressions) and there is at least one frame both segmentsrhewmmon. While the
requirement of just a single common frame might seem to bdyweptimistic, many
of the reference segments are 3-4 frames long, so even & simigimon frame consti-
tutes a significant segment overlap. From 287 segmentsiaf aqressions specified
manually and 258 extracted semi-automatically as many as@gments coincide with
each other. Therefore, the presented method finds segnfahts ielevant facial ex-
pressions with 77.7% accuracy rate. As in the case of pardreomparison, this rate
is slightly higher (86%), when related to the segments fremisautomatic selection
only.

The above presented results show that the semi-automatigméion and extrac-
tion of facial expressions is possible to a large extent.l&\thie obtained results would
not be satisfactory for e.g. an emotion recognition systbey are reliable enough to
allow for extraction of relevant expressions to be used imstwiction of a nonverbal
dictionary, or rule extraction for attentive dialogue gyss. The following problems
are relevant in accurate expression recognition, but l2§s automatic expression ex-
traction:

e The onset and offset of facial expressions (especiallydfra bnes) is not well
defined. However, for the task of expression extraction wedrie localise the
maximum extent of the expression, so the on- offset areasf é&gs importance.

e The facial expressions often fluctuate slightly around sortemsity. Again, this
may be a problem for the recognition system, but only maxinitensity is
interesting from our point of view.

e Blending of emotions makes them harder to recognise. Thig Ima@pen on
basis of inherent coincidence of the expressions, or attieevials between two
separate occurrences. This issue should not be neglected data extraction
for a facial animation system. The extraction techniquetrhaguned in order
to extract properly relevant cases of inherent co-occegen

e Changes in the perception of the facial expression stemfrongspeech related
mouth movement. This problem is especially evident in cdsxpressions that
are defined by the corresponding mouth shapes. For our mgpite problem
may be alleviated if the body of recordings in which the sabig not speaking
is large enough (dialog situation and/or listener’s sciepar

Using the procedure described in this chapter, it is posdiblextract the facial ex-
pressions (together with their interdependencies) thabeaused in development of a
credible facial animation system.



Chapter 8

Conclusions

Concluding remarks on the research presented in this tlaeglthe propo-
sition of directions for further research.

The presented thesis gives an overview of the field of connfatéal animation,
and presents a novel performance based, parametric fag@gImFurther, it describes
the research done to collect specific knowledge about fasiptessions needed for
designing believable facial animation driven by the présgémodel.

This final chapter is divided into two sections. In the firsttsen we draw conclu-
sions from the results of the presented research. Firséydiscuss the advantages of
the presented facial model. Secondly, we focus on summgnsioblems and applied
solutions that occurred during the processing and anabfsigleo recordings. In the
second section we elaborate on directions for future rebed¥e discuss here the fu-
ture work that should be done to improve the results of thegreed research as well
as the general future of facial animation as a research field.

8.1 Concluding Remarks

The research presented in previous four chapters (from 4 dedls with design and
implementation of particular modules from the facial artiwa support system. This
system (as outlined in chapter 1) is aimed at supportingageeusers in designing
behaviouristically appropriate facial animation on vasdevels. The system design in
its highly modular form allows for high flexibility on both ¢huser and the developer
side. For the user, the system provides the varying levelutdmation of creative
process. Depending on the user experience and abilitiess Hre ways to influence
facial animation at all levels of facial expression progags On the other hand, the
knowledge about facial animation and facial expressiorse@nlessly encapsulated
in a small independent chunks so that it can be easily exteadd/or modified to a
specific application. Also the process of animation desigrich is currently based on
interaction with a user, can be fully automated (e.g. by gldi module for automatic
analysis of written text) without the need for redesigning whole system.

125
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8.1.1 Facial Model

Chapters 4 and 5 present an in depth description of a paramggrformance based
facial model. In this model, facial deformations are reprgsd in terms of simple
mathematical functions that can be optimised to fit a gerfad@l model on basis
of measured facial changes of a specific person. The fittinggoiure is independent
of the measurement technique and the wireframe that arefasd¢itis purpose. The
presented facial model is original because of the fact thattireframe is secondary
to the model itself. The primary components of the model &ferminations obtained
from recordings of a real human face. Contrary to typicabp@etric models where
parameters are defined ad-hoc, in our approach, the modéiewtacted” from the
performance of a real human and later “applied” to a wirefrarithe advantage of
such an approach is that all facial deformations resultiogfactivating one parameter
are realistic because they are based on real facial moveméidwever, the price
we pay for such an approach is that the process of adaptédtitire @eneric model
to specific person requires measurements of real faciarmefions of this person
showing separate AUs, and then performing optimalisatidineoparameters according
to the taken measurements.

Each parameter in the presented model refers to a singlerAdinit (AU) from the
well known Facial Action Coding System (FACS). FACS is widaked in facial syn-
thesis as inspiration for defining control parameters foialaanimation. However, in
previous attempts to employ FACS in facial expressionst®gis, users could control
facial animation using parameters based on FACS, but regll fdeformations were
obtained by modelling skin and underlying facial muscleke ®Briginality of our ap-
proach stems from direct simulation of facial deformatitirat are the consequence of
showing AUs.

In addition to AUs, FACS defines also restrictions on howet#ht AUs interact
with each other or whether they are allowed to occur togeahall. These restrictions
are defined in the form suitable for a human observer, buteogssarily for an anima-
tion software. We were able to reuse these rules to estahkstiependencies between
parameters of our model, by defining the co-occurrence adespecific fuzzy-logical
operations. The process of fuzzification of the rules dbscrin FACS results in the
smoothness of their realisation, which is essential foathienation purposes.

Thanks to the implementation of these rules, our parametddel is free from
the biggest disadvantage of parametric models typicabgdeed in the literature: the
possibility to generate unrealistic facial expressiomsour experiments with the im-
plemented AUs (presented in section 5.3) we have shownlibatdriety of possible
facial expressions and their accuracy with respect to thggnal expressions is suffi-
cient to render an expressive face. It needs to be statedhghdmnplemented set of
co-occurrence rules takes care of physiological corrsstioé the generated expres-
sion. It does not assess whether the expression is in anyekayant or plausible in a
given communicative context. The FACS co-occurrence rgte®rn whether the AUs
can physically be combined, not whether the humans combéara tn such manner in
everyday life. At this point of the presented work, thereaskmowledge about when
and why given facial expressions are usually shown. Theorespility for this part
lays on the Knowledge Base and modules that precede the AdslB8t module in our
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system. As our model and co-occurrence rules are based ovethestablished work
of P. Ekman, we can use the existing expertise and data ilaperng a Knowledge
Base in our system.

8.1.2 Analysis and Extraction of Facial Expressions

The research presented in chapters 6 and 7 describes a nudrexracting knowl-
edge about communicative functions of facial expressiand,provides a method for
including it into our system.

We have performed recordings of different “scenarios” whiccluded various
moods of the characters, use of emotional words, and evakiiferent emotions.
Chapter 6 presents statistical analysis of the facial egioas selected manually from
the video recordings. Thanks to this analysis we could deforee rules related to
the probability of occurrence of given expression, its tioratime and probability of
co-occurrence with other facial expressions, dependehdisplayed expressions on
mood of the character etc. We were also able to associatefagikexpressions with
written text (emotional words, specific phrases, or purtatnanarks). However, we
have to remember that generally, in a given situation manjicels of facial expressions
and their timing are appropriate. The appropriatenesseofithen expressions depends
on many features that are not taken into account while extigathis rules. Therefore
still, it is a user who decides which facial expression wilpaar in the animation.

The facial expressions and their application rules, asridestin chapter 6 are not
and cannot be universal. They all are highly context depetaled need to be refined
for each specific application of the facial expression miedeMany of these rules are
already available from research in the psychological conmitpuYet they often are of
a qualitative, rather than quantitative nature. This malkesxt application of the afore-
mentioned knowledge to the computer animated face a coatptidéssue. In this thesis
we have shown how quantitative knowledge about facial esgioas can be extracted
and implemented in the facial animation system. The presemethod is based on
preparing a set of real-life recordings, and extractingkihewledge from them. The
recordings can be tuned for the specific situation or contie&y can also be evaluated
by psychologist, in order to provide the best examples ofdisired facial activity.
As described in chapter 7, the processing of such record@mg®e highly automated,
and the resulting body of quantitative knowledge can berjpa@ted into our facial
animation system. In this way we not only utilised the knalge about AUs and fa-
cial expressions that was already available (from FACS)ltgnded this knowledge
to include its time-related aspects. In our system, the iiefinof facial expression
consists of information about the set of activated AUs amedithing (duration, offset,
onset) of this expression.

8.2 Future Work

The work presented in this thesis is far from complete. Neenaes opened for re-
search that haven't been touched at all, and there are sargh ealges that need to be
polished. Starting from the facial animation model, we $es further efforts should
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be done to carefully validate it for animation purposes. &onfe have only validated
the model for static images, so we cannot be sure whetheeftaviour during the
animation will be consistent with the desired facial dynesniOn the basis of eval-
uation of single images, we assess that the variety of pesiibial expressions that
can be generated and their realism is sufficient for an egjweesommunicating face.
However, subjects who took part in the validation pointetitbat although facial dis-
placements were represented fairly accurate, the absétarggoe and wrinkles, made
some of the generated expressions difficult to classifyrdfloee our future work with
respect to the development of the model should include theeimentation of those
missing features.

The presented facial model was developed mostly with fasiptessions in mind.
It is not aimed for example at speech related animation. geléody of research deal-
ing with proper animation of speaking faces is available.d&eided not to repeat this
research, but take it for granted, available for implemtgortavhen needed. Therefore,
our model lacks predefined visemes, coarticulation ruled,al other speech related
features, common in other animation systems nowadaysrgocation of speech ca-
pability into our model is left for future research.

In the facial expression analysis part, we have shown wimat &f knowledge can
be extracted from a carefully prepared set of recordingse gitesented work con-
centrates on the methodology rather than on the resultssttlees. We see here the
possibility for future research, where large sets of recmysl containing a broad base
of recorded subjects, are used for developing rules forsteahnimations in different
contexts. This interdisciplinary research is certainlgded in the context of human-
computer interaction, aneimotional computing

The last part of this research, full automation of the aniomgprocess is left open
for further development. Starting from text, the systemustide able to generate ap-
propriate facial animation completely on its own. Much oé thork in this area has
already been done, and it is available in both scientificditere and in commercial
products. But there is still room for improvement. In the o of presented work,
incorporation of knowledge about behavioural patternsiaed from the recordings
into the animation process, seems to be the greatest cpelleimfluence of mood,
context, dialogue history etc. on the animation paramesessll not very well inves-
tigated. The methods for analysis of real-life recordingsspnted in this thesis are an
important toolset for further research in this area.



Appendix A

List of Action Units

List of all Action Units (number and name). AUs implementedeported facial model
are printed bold.

Face AU Description Face AU  Description
AUl Inner Brow Raiser AU24 Lip Presser
AU2 Outer Brow Raiser AU25 Lips Part

AU4 Brow Lowerer AU26 Jaw Drop

AU5 Upper Lid Raiser AU27 Mouth Stretch
AUB Cheek Raiser AU28 Lip Suck

AU7 Lid Tightener AU29 Jaw Thrust
AU8 Lips Toward Each Other AU30 Jaw Side To Side
AU9 Nose Wrinkler AU31 Jaw Clencher
AU10 Upper Lip Raiser AU32 Lip Bite

AU11 Nasolabial Furrow Deepener AU33 Cheek Blow
AU12 Lip Corner Puller AU34 Cheek Puff
AU13 Cheek Puffer AU35 Cheek Suck
AU14 Dimpler AU36 Tongue Bulge
AU15 Lip Corner Depressor AU37 Lip Wipe
AU16 Lower Lip Depressor AU38 Nostril Dilator
AU17 Chin Raiser AU39 Nostril Cimpressor
AU18 Lip Puckerer AU41 Lid Drop
AU19 Tongue Show AU42 Slit

AU20 Lip Stretcher AU43 Eyes Closed
AU21 Neck Tightener AU44 Squint

AU22 Lip Funneler AU45 Blink

AU23 Lip Tightener AU46 Wink
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Head AU  Description Eyes AU  Description
AU51 Head Turn Left AU61 Eyes Turn Left
AU52 Head Turn Right AUG2 Eyes Turn Right
AU53 Head Up AUB3 Eyes Up

AU54 Head Down AU64 Eyes Down
AU55 Head Tilt Left AUB5 Walleye

AU56 Head Tilt Right AUG6 Crosseye

AU57 Head Forward

AU58 Head Back
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Reference AU Images

neutral AU1 AU2 AU4

AUS AU6 AU7 AU9
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AU10 AU12 AU15 AU16

AU17 AU18 AU22

AU23 AU25 AU26

AU27 AU28 AU43



Appendix C

Co-Occurrence Rules for
Implemented AUs

Domination 5«63, 7<6, 7<9, 10«9, 17<28, 23«18,
23<28, 24<18, 24<20, 24<23, 24<28, 61<43,
62<43, 63<43, 64<43

Domination of (7<6 & 7<9), (10<9 & 10<1272), (16<12+18

Multiple AU & 16<12+20 & 16<12+22 & 16<12+23 &
16<18+20 & 16<18+23 & 16<20+22 & 16<20+23
& 16<22+23), (23«18 & 23<28), (24<9+17 &
24<10+17 & 24<12+17 & 24<17+22 & 24<17+23
& 24<18 & 24<20 & 24<23 & 24<28)

Domination of 16<12+18, 16<12+20, 16<12+22, 16<12+23,

AU Combina- 16<18+20, 16<18+23, 16<20+22, 16<20+23,

tion 16<22+23, 18<20+23, 24<9+17, 24<10+17,
24<12+17, 24<17+22, 24<17+23

Domination of 10<12Z, 12<15Z7

Strong AU

exclusion 12@20, 15@20, 15@22, 16@28, 18@20, 18@28,
22@28, 24@25, 24@26, 24@27, 25@26, 25Q27,
25@28, 26@27

opposition 5@43, 51@52, 53@54, 55@56, 57@58, 61Q@62,

63Q64

The above table presents list of implemented co-occurraries. The following
notation is used:

a<b ‘b’ is dominant over ‘a’

a<b & a<c ‘b’ and ‘c’ are dominant over ‘a’

a<b+c combination of ‘b’ and ‘c’ is dominant over ‘a’
a@b ‘a’ and ‘b’ can not be scored together
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Appendix D

Emotional Words

D.1 List of Selected “Emotional Words”

no Polish noun use in the text English use in the English
noun translation of the text
1. agresywnost agresywnym aggressiveness aggressively
2. Dbieda bidulka(x2) misery miserable(x2)
3. bol bolato pain did not feel well
4. bolest bolesnie grief with grief
5. bzdura bzdury(x4) nonsense nonsense(x4)
6. ciekawost ciekawe interest interesting
7. cierpienie cierpietniczo suffering suffering
cierpiacej —
8. ciezki ciezkie hardness hard
9. cisza cicha silence quite
cichego quite
10. delikatnost delikatnym subtleness subtle
11. depresja depresji depression depression
12. desperacja zdesperowany desperation  desperate
13. dobro dobrze(x4) goodness OK(x4)
(stusznosct) dobrze(x2) (rightly) well(x2)
dobra OK
14. dobro dobrze goodness well
(wspaniatos¢) dobrze (greatness) good
dobrze all right
dobra good
15. dramat dramatyczny drama dramatic
16. dyskretnosct dyskretnie discreetness  discreetly
17. dziw dziwne(x2) strangeness  strange(x2)
dziwnego strange
dziwny strange
dziwaczna strange
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no Polish noun use in the text English use in the English
noun translation of the text

18. fascynacja zafascynowani fascination fascinated

19. geniusz geniuszem genius genius

20. gniew gniewa anger angry

21. goracost goraco warmness warmly

22. grozba grozi threat threatened
pogrozita threatened

23. idiotyzm idiotycznym ridiculousness ridiculously

24. ignorowanie ignorujac disregard disregarding

25. inteligencja inteligentnie intelligence  clever
inteligentna intelligent

26. ironia ironicznie irony ironically

27. irytacja zirytowala sie irritation irritated

28. jasnost jasne(x3) clearness clear(x3)

29. kanalia kanalia rascal rascal

30. kochanie kochanie darling darling
kochane dear

31. kompromitacja skompromitowat discredit discredit

32. kultura kulturalna culture cultured

33. lek ulakt sie fear frightened

34. lagodnosct lagodnie softness softly

35. madrost madra wisdom wise

36. meczeninik meczehsko grimness grimly

37. mily (adj.) mitego niceness nice
mito nice

38. mrok mroczne dustiness dusty

39. nadzieja nadzieje hope hope

40. namietnos¢ namietny passion passionate

41. natret natretnie persistent persistently

42. nerwy denerwowac irritation excited
denerwuj irritated
zdenerwowatam irritated

43. niegrzecznoSt  niegrzecznie impoliteness  impolite

44. niepokgj zaniepokoita sie alarm alarmed
niepokoi¢ worry

45. niesmak niesmak disgust disgust

46. nieswoj nieswoja trouble troubled

47. nieszczescie nieszczesliwa misfortune sad

48. niezaleznosc niezaleznie independence indeménde

49. niezrecznost niezrecznie awkwardness awkwardly

50. niezwykly niezwykia unusualness  unusual

51. obawa bat sie fear afraid

52. obraza obrazano offence offending

53. obrzydzenie obrzydty disgust little menace

54. oburzenie oburzeniem indignation indignation
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no Polish noun use in the text English use in the English
noun translation of the text
55. odmowa odmawiat refuse refusing
odmowit refused
56. okrutnos¢ okrutnie cruelness cruelly
57. ozywienie ozywita sie excitation excited
ozywienie excitation
58. panika panika panic panic
panicznie terrible
59. pewnost na pewno(x2) sureness sure(x2)
60. piekno piekna beauty beautiful
piekny beautiful
piekne beautiful
61. ptacz ptakata cry crying
ptakata cried
ptacz cry
ptaczesz cry
ptaczaca crying
62. ptoszenie sptoszony scare scared
63. podejrzliwosc  podejrzliwym suspiciousness susypisly
64. podtost podte meanness mean
podlece mean
65. pogorszenie pogarsza change for worse and worse
worse
66. pomysInose pomyslnie success successfully
67. ponurost ponurym gloom gloomy
ponure gloomy
68. posepnost posepnym gloom gloomily
69. porozumienie porozumienia agreement understanding
70. porzadek w porzadku order all right
71. porywczost porywczo impulsive impulsively
72. potwornos¢ potworny horribleness  horrible
73. pozor pozornie pretence seemingly
74. problem problemu problem problem
75. przerazenie przerazit sie terror terrified
z przerazeniem terrified
76. przyjemnos¢ przyjemnos¢ pleasure pleasure
77. przykrosé przykry annoyance annoying
przykrosci hurt
78. pysznost pyszny deliciousness delicious
79. radosc radoSnie joy joyfully
80. rechot rechotem laugh laugh
81. rezygnacja rezygnacija resignation resignation
zrezygnowat resigned
82. romantyzm romantyczny romance romantic
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no Polish noun use in the text English use in the English
noun translation of the text

83. rozpacz rozpacza(x2) desperation  despair(x2)
rozpaczliwy desperate

84. roztargnienie roztargnieniem distraction distractio

85. sadysta sadysci sadist sadists

86. serdecznosc serdecznie cordiality cordially

87. sita silnymi strength strong
silniejsza stronger

88. stabost stabost weakness weakness
stabo sick

89. slusznosct stusznie(x3) rightly you are right(x3)

90. smutek smutna(x3) sadness sad(x3)

91. spokdj spokojnie calm calm
spokoj calm down
spokoj think about it

92. strach straszysz fear/fright frightening
straszne terrible
strachu out of fear
strach afraid

93. stres stresow stress stress

94. szal szatowy splendour splendid

95. szkoda szkoda(x2) pity pity(x2)

96. Smiech Smieja laugh laugh
Smiejcie sie laughing
Smiechem laughing
Smiechu laughing

97. Swietnost Swietny splendour tasty
Swietnie very well

98. tajemnica tajemnicze mystery mysterious

99. talent utalentowana talent talented

100. tkliwos¢ tkliwy tenderness tender

101.uciecha ucieszyta sie happiness happy
ciesz sie happy

102.udreka dreczace torment torment

103. utomnost utomna(x2) disability disability(x2)

104.umieranie umiera dying dying
umieram dying
umrzyj die

105. upor uparcie obstinacy obstinately

106. uprzejmost uprzejmym kindness kind
uprzejmej nice

107.wesotost wesoto merriment merrily
wesoto merry
weselsze better

108. wspaniatost wspaniale greatness great
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no Polish noun use in the text English use in the English
noun translation of the text
109.zabawa zabawne fun funny
110. zachwycit wniebowzieta delight delighted
111. zainteresowanie zainteresowaniem interest interest
zainteresowania interest
interesuja interested
112.zajadlose zajadle furious eagerly
113.zaskoczenie zaskoczeniem surprise surprise
114.zdumienie zdumieniem astonishment astonishment
115. zdziwienie zdziwit sie astonishment astonished
zdziwit sie surprised
zdziwita sie astonished
116.zgoda zgodzit sie agreement agreed
zgodzita sie agreed
zgoda OK
zgadza sie sure
zgodnie unanimously
117. ztoSliwost zto§liwe malice malicious
118.zmagac sie zZmagajac struggle struggling
119.zmartwienie przejmowata sie worry worry
martw sie(x2) worry(x2)
120.zmieszanie Zmieszanie confusion confusion
121.znuzenie znuzonym fatigue fatigued
122.zrozumienie rozumiem(x2) understanding understand(x2)
zrozumienie, understand
zrozumiatam, understand
rozumiesz understand
rozumiesz know
zrozumiec understand
zrozumienia showing
123.zwatpienie Z powatpiewaniem doubt doubtfully
124.zle Zle bad don’t well
zle not appropriate
zle didn’t well
125. zart zartujesz joke joking
zartujesz kidding
126.zadanie zazadat demand demanded

D.2 Classification of “Emotional Words”

Classification of the “emotional words” used in the dialogords, which were linked
to facial expressions are printed bold.
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Praise
no Polish noun use in the text English use in the English
noun translation of the text
1. dobro dobrze goodness well
(wspaniatcst)  dobrze (greatness) good
dobrze all right
dobra good
2. geniusz geniuszem genius genius
3. madrost madra wisdom wise
4. piekno piekna beauty beautiful
5. pomysinost pomysinie success successfully
6. pyszndt pyszny deliciousness delicious
7. szal szatowy splendour splendid
8. Swietnast Swietny splendour tasty
Swietnie very well
9. talent utalentowana talent talented
10. wspanialcst wspaniale greatness great
11. inteligencja inteligentnie intelligence  clever
inteligentna intelligent
Pleasure
no Polish noun use in the text English use in the English
noun translation of the text
12. cisza cicha silence quite
cichego quite
13. kochanie kochanie darling darling
kochane dear
14. kultura kulturalna culture cultured
15. mily (adj.) mitego niceness nice
mito nice
16. nadzieja nadzieje hope hope
17. przyjemnost przyjemnos¢ pleasure pleasure
18. spokoj spokojnie calm calm
spokdj calm down
spokoj think about it
19. Smiech Smieja laugh laugh
Smiejcie sie laughing
20. uciecha ciesz sie happiness happy
21. wesol&t weselsze merriment  better
22. zart Zartujesz joke joking
zartujesz kidding
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Curiosity
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no Polish noun use in the text English use in the English
noun translation of the text
23. ciekawast ciekawe interest interesting
24. dziw dziwne(x2) strangeness strange(x2)
dziwnego strange
dziwny strange
dziwaczna strange
25. fascynacja zafascynowani fascination  fascinated
26. tajemnica tajemnicze mystery mysterious
27. zainteresowanie interesuja interest interested
Assent
no Polish noun use in the text English use in the English
noun translation of the text
28. dobro dobrze(x3) goodness OK(x3)
(stuszn&k) dobrze (rightly) OK
dobrze(x2) well(x2)
dobra OK
29. jasnost jasne(x2) clearness clear(x2)
30. pewncst na pewno sureness sure
na pewno sure
31. porzadek w porzadku order all right
32. slusznat stusznie(x2) rightly you are right(x2)
stusznie you are right
33. zgoda zgoda agreement  OK
zgadza sie sure
34. zrozumienie rozumiem(x2) understanding understand(x2)
zrozumiatam understand
rozumiesz understand
rozumiesz know
zrozumiet understand
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Sorrow
no Polish noun use in the text English use in the English
noun translation of the text
35. bieda bidulka(x2) misery miserable(x2)
36. bol bolato pain did not feel well
37. depresja depresji depression depression
38. placz ptakata cry crying
ptaczesz cry
ptacz cry
39. pogorszenie pogarsza change for worse and worse
worse
40. problem problemu problem problem
41. przykrose przykry annoyance annoying
42. smutek smutna(x2) sadness sad(x2)
smutna sad
43. stabast stabdt weakness weakness
stabo sick
44. stres stresbw stress stress
45. szkoda szkoda(x2) pity pity(x2)
46. udreka dreczace torment torment
47. umieranie umiera dying dying
umieram dying
umrzyj die
48. zmartwienie przejmowata sie worry worry
martw sie(x2) worry(x2)
49. Zle Zle bad don't well
Zle not appropriate
Zle didn’t well
Fright
no Polish noun use in the text English use in the English
noun translation of the text
50. lek ulakt sie fear frightened
51. niepokoj niepokoit alarm worry
52. obawa bat sie fear afraid
53. panika panicznie panic terrible
54. potwornost potworny horribleness horrible
55. sadysta sadgci sadist sadists
56. strach straszysz fear frightening
straszne terrible
strach afraid
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Irritation
no Polish noun use in the text English use in the English
noun translation of the text
57. gniew gniewa anger angry
58. nerwy denerwowac irritation excited
denerwuj irritated
zdenerwowatam irritated
Disapproval
no Polish noun use in the text English use in the English
noun translation of the text
59. bzdura bzdury(x2) nonsense nonsense(x2)
bzdury(x2) nonsense(x2)
60. kanalia kanalia rascal rascal
61. niesmak niesmak disgust disgust
62. obrzydzenie obrzydty disgust little menace
63. podtost podte meanness  mean
podlece mean
64. utomnost utomna(x2) disability disability(x2)
65. ztosliwost zlosliwe malice malicious
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Appendix E

Text Used for Recordings

Fragment 1

Father Borgjko talks to his neighbour lady, Mrs. Szczepanska. She congméimises
getting out from his apartment. He does not comprehend whyssictually complain-
ing, but he kindly listens to her. They both are confused.

—Yes, how can | help you ?—father asked with a kinthterest He felt cold in his
feet and he did not want to stay in a draught of air for a longetim

—We do not know each other, yet—said a neighbour lady—My niarBzczepan-
ska.

—Borejko.

—I would like to ask you for a favour.

—I'm listening.

—This door.

—This door ?

—No, that—Mrs. Szczepanska with_a subtieovement of the thumb pointed yel-
low gate with a brass latch.

—Oh, that—mumbled Mr. Borejke—So ?

—I would like to ask you to shut it. Just that; to shut it.

—Oh—said father—I understand.

—It blows from downstairs very much. Since the housekeeteran additional
passage to the basement.

—It is possible—father agreeavith distraction.

—Ohl—neighbour lady got excitedso, have you also noticed it?

—Oh!—said fathe~—No, | did not.

Excitationof Mrs. Szczepanska disappeared immediately. Also faiptession of
understandingisappeared from her eyes.

—That's a pity—she said coldly—It's very interestinghat nobody sees that. Very
strangethings happen in this house. Very strangevould even say—mysterious-
She interrupted waiting for a sign of interdéisim a new neighbour.

Father sighted involuntarily.
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—Well,—Mrs. Szczepanska resigned from waitr8o, please, remember. This
door.

—Of course. This door—father bowed awkwardlyHe did not know if conversa-
tion was finished, and because he supposed that it ratheheaspved as if he would
like to draw back into his apartment.

—One moment-said Mrs. Szczepanska aggressivetThat’s not everything, yet.

—No?—Mr. Borejko said with a sign of resignation

—Mrs. Trak was quietculturedneighbour. Why aren’'t you?

Father was speechless.

—Scream, noise, children stamp, miss’ lalgindly. In fact, all of you are laughing
very sonorously. Besides, you are continually shoutingeh@rses in Latin. Bachelors
are coming, banging doors, and the worst is this torrkantking at the walls...

Father was silent.

—Ifyou don'tbelieve me, please, check it ougrsposed neighbour lady impulsively
She grasped with her stroffiggers Mr. Borejko’s sleeve and started to push him in the
direction of her door.

—No!—father was terrified—No, no, really it's not necessary... | really believe
you. We will do our best..—he tried to release from neighbour’s grasiWe will try
to consider your wishes.

—I hopeso—she said with hesitation letting the sleeve-sood night all of
you...—she looked icy at Ida and Gabriela, who were looking out freibd the door
of their room—I wish you nice.. and quieNew Year’s Eve.

Fragment 2

Gabrysia begs father Borejko to go home and rest after sitting up bywlis in the
hospital through the whole night. Gabrysia is sad, but calm.

Pale Gabrysia stood in her yellow dress on the corridor otlrgical section and
keeping her father by the hand, she tried to convince him moecback home with her.
Father was obstinatehgfusing.

—Dad... let’'s go... it's already after surgery.—Gabrysia begged him hope-
lessly—They told you after all, that everything successfully.. father, let's go,
please.

Father’s face was troubleahd very sadHe had brows drown together and lips of
a sulked child. Gabrysia felt compassion with him.

—NMom is sleeping now—she said softlyand pulled her father’s sleevewell,
let’s go father. -

—Go alone—ke said—I have to be here. You never know, what those doctors may
find out.

The door to the duty room cranked. Young, curly doctor withaustache appeared
on the corridor and looking fatigudte walked in the direction of Borejkos. When he
was passing them, he did a gesture as if he wanted to say Someiht scaredyy the
gloomyglance of the father, resignathd went quickly further.

This is Kowalik—mumbled father gloomily—One of them. That was he, who did
the surgery on your mother.~ather looked at the disappearing doctor suspiciqusly
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as if he wanted to see a dark side of his setHle must find pleasuria cutting peo-
ple. Most of the surgeons are sadistheard, that this one was on a party, but came
immediately, when they called him.

Gabrysia reflected with despaithat the desperafather can do, when he will be
here alone.

—For God's sake—she said warmly—Father, | beg you, let's go home.

Father_refusedith a firmness unusuébr him.

—Go yourself—he demandethen—You are more needed home than here.

That was a truth.

Fragment 3

Conversation betwedBabrysia and father Borejko. They both are serious and worried
about the health of mother Borejko.

—1I called the hospital this morning<abrysia said, when father took a seat with
cup of coffee.

—You called, yea?—father mumbled and sipped coffeeSo, if you called, you
already know that everything is all right. | kept watch.

—Dad, what was it actually ?

—Bursting of an ulcer on stomach.

—Ulcer, ulcer. But mom was never ill!

—She was. She was. Only we have not know about it. She drank sefialx,
do you remember? She pretended that she wanted to lose her wét, and she ate
strange gruel and milk soups. She was treating herself in heown way, and we
were coming to her with every headache and wound.

—Oh, Dad.

—This charlatan Kowalik told me, that they had to cut out half of her stomach.
Now, she should not get excitedNo stress Otherwise ulcer will form again.

—How long will she stay there?

—About three weeks, maybe a little longer. And later a sanatdum.

—Father, what will we do with it?

—With what?

—With everything. With our everyday life, as | would say.

—I do not see any problem—father was astonished

—Exactly. You don'’t see it.

—What?

—No, nothing. Maybe | will drop out of school. For these threseks.

—Well, OK Gabrysia. Forget about school. If you think so.

Gabrysia sighed. Slowly she began to understtrat the hardimes are coming.

Fragment 4

Gabrysia talks to her younger sister Natalia (also called Nutria) ¢wtphone. She is
frightened and irritated.
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It was almost nine, when somebody knocked at the door. Asialant came in.

—1I hope you enjoy your cakeshke looked happio see that her cake disappeared
from the plate as if charmed. She looked at Gabrysias | understandgvell, you are
Gabrysia?

—Yes—the girl answered with a surprise

—Well, then come with me. There is a phone call for you—sonikel ¢ calling.

I think it is your sister. It seemed to me, that she was crying

Gabriela felt shivers. In order to get to the hall where thepieone was, as fast as
possible, She jumped five steps at a time.

—Hello!!!' —she shouted into the headphone.

—That's me...—she heard a voice of Nutria in tears.

—What's going on?

—But Gabrysia, don't get irritatedK?

—I'mirritated already! Say it!

—Father found a chicken

—Found what?!

—A chicken, Gabrysia.

—Listen to me, you little menace you are calling me and you are frightening
me, only because you want to talk honsensabout a chicken? And, by the way,
how did you get this number?

—Tomek lives there, you told me that.

—Hello, Nutria, one moment please, why don't you sleep, yet?

—1I told you already. We have a chicken.

—My darling , you can have three chickens, a farm with poultry and two cows
you can even have a camel, but it is already bedtime. Sleep Wel will be back
late.

—Did they give you a cake ?—Nutria asked with grief

—Yes. Good night. -

—Was it tasty?

—Very tasty. Good night.

—It could be very nice if you would bring small piece of it forexrybody.

—Oh, Nutria, Nutria.

—You know, that was dad who found this chicken.—Natalia g¢jegha topic of
conversation.—I did not feel welFather looked at me and found a chicken.

—Nu... Nu... Nutria... What are you... talking?—Gabrysia was worries-
Chicken-pox? Chicken-pox?

—1I said you this already earlier. Chicken.

—Chicken-pox—Gabrysia groaned. She was terrifiethen she tried to recall
all information about infectious diseases.—"volatilenat—she understood and trem-
bled—And how is Pulpa?!

—Oh, Pulpa. Pulpa also has a chicken. But in an another plaogaH- sister
reported merrily—Dad said, that her chicken is a little bit different.

Gabrysia began to bite on her fingers.

—Do you have a fever?

—Yes. Our body temperatures are equal. Thirty eight point&snd we do not see well
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Three blind sisters walking in the apartment thumbing agtdhre walls—Gabrysia
saw this picture in her mind so persisterithat she had to rub her eyes.

—And we are in bed since seven o’clock.

—What do you mean! What do you mean! Brat! I'm sure you are barefooted
right now!

—Mm... yes.

—Where is daddy?!

—In the kitchen, he makes something to drink for us, becawesare very thirsty.

—O my God. And how is Ida?

—Ildais laying in the bed and she has cotton-wool on her eyetgo-wool soaked
in tea.

—And Pulpa?

—Pulpa is only laying in the bed. She is a little bit sa&ttually she is very sad
Gabrysia, you know, she is so sasishe never was, yet. | think she is dying

—O my God! You are talking nonsensel—Gabrysia shouted with despaGo
to bed immediately. I'm coming home right now.

Fragment 5

ExcitedGabrysia talks to her ill sister Ida. She relates the frightening egdrappened
during the last night. The whole situation is quite funny &ltof ironic and sarcastic
statements.

Gabrysia came back home with a great need for opening her Sbel chose Ida,
who was at this moment dragging to the bathroom with a suifgook on her face.

—Oh, that's you—she groaned when she saw Gabrysifihat's goodhat you are
here, because Pulpa and Nutria... -

—Ida! Listen! —Gabrysia interrupted Ida and then she swiftly took off shered
hung her coat—Do you know what happened this night?

—I only know, that | could not sleep the whole nightga replied grimly—I did
not close my eyes from the evening till the morning.

—Yes, | heard even you snoring—Gabrysia got irritateé—If you want to pre-
tend a sleeplessness, you should not snore. OK, listen: MiSzczepanska...

—Oh!—lda has forgotten that she_is threatemetth fainting and she waved her fist
with indignation—She is an awful women! She was here, today and she was s@outin
at me that I'm knocking at the wall. Just imagine it yourskeliad to get up from the
bed only for this reason, to hear such a nhonsense

—Ida, she can be right. There is going on something strangat her place. |
was there tonight.

—You were at her place tonight?!

—Yes | was because | heard a horriblescream.

—She was screaming?

—Yes, That was terrible First, | thought, she has imagined it, but then | have
heard with my own ears that something happens out there belower floor...

Ida was staring at Gabrysia.
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—You know?—she said—I will go to bed. | feel worse and worseith every
minute.

Confronted with such a declaration, Gabriela permittetesi® go to bed. Next,
she sat down by lda’s bed, ate sauerkraut soup and pancakes e same time she
gave account of what happened at night.

—Listen to me. First | heard from the basement a strangenoise—something
like knocking or rattling. Then a door creaked, something crashed dully, and
finally | could hear metallic and annoying crack.

—You are kidding—said Ida, when Gabrysia finished both, her story and pan-
cakes.

—All of it is true.

—So, sheisn’t crazy?

—Oh, Ida, Ida. Watch your manners, countess. She is right in dlaspects.
First of all, she can hear everything. —Gabrysia interrupted realizing that they were
talking very hard.

—She can hear everything through this hole.——she added whispering.

—You don’t have to whisper. She went out shopping. | saw heruh the win-
dow.

—It doesn’t matter. | will not dare to talk loudly here anymore . So, as | said,
she was right about us making noise. Secondly, something wgsing on under her
room, tonight.

—Nonsense There is a blanket factory under her room. Probably, thesewe
putting the storehouse in order.

—At midnight? By the way, the factory is a few meters further. In my opin-
ion, there is a basement’s corridor just under the room of Mrs Szczepanska—
Gabrysia closed her eyes and tried to reconstruct plan diakement in her mind.

—I would not worryabout this, either-€la said sighing and massaging her tem-
ples.

—Aunt prepared tasty pancakes—Gabriela suddenly changed topDo you
know if there are more of them?

—No, it'simpossible—da answered cruell~Father was home at about one o’clock,
ate lunch and went out to guide round the foreign delegatfon.should be happthat
there were those two pancakes left. He said you have to ga¢mfsaneeting at school
and represent the family.

—At what time?

—Half past four.

—In one hour. OK. So, tell me, red-haired, what will we do with Mrs. Szczepan-
ska?

—We will stop this gap with some rags and we will forget abousM5zczepanska.

—And what about noises in the basement?

—Noises in the basement. My sister is interestebises in the basements. | have
noises in my heart and this is what you should wabput. What | am saying, in my
heart. | have noises in all my body. There is nobody, who wtakée care of my health.

—Don't grumble, hypochondriac. | think, | heard a door bell.
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Fragment 6

Pyziak comes to Gabrysia’s home. They both feel uncomtertatal confused; They
are in love with each other, but try to hide their feelings.

—Hi.

—Hi.

Silence and bilateral pani®yziak stood at a doorsill with a seemingiglependent
expression on his face. Gabrysia was blushed ridiculously

—I came here, just on the way...

—That's very nice.

—How are you? | did not see you for a long time.

—The last time it was on New Year's Eve—said Gabrysia and blustd once
more.—Well, wait... we are standing here at the doorsill.. would you like to get
in?

—Oh, yes, gladly.

—So, get in, pal—said Gabrysia, who had already overcome her confuston
But...—Gabrysiarecollected somethiagl should warn you, that we have a chicken-
pox epidemic here.

—Really?

—Yes. Itis infectious. A very volatile virus.

—It doesn’t matter. | had it when | was a childsaid Pyziak and blushed a little
bit, as if disclosure of the fact that he was once a child, @digcredithim in the eyes
of Gabrysia.

They went into the green room, where ill Ida was lying in bed.

—This is my sister Ida—Gabrysia introduced her very politely.

—We already know each otheryziak waved his hang=We have met once at
the stairs.

—Really?—Gabrysia was astonished

—Ilda said me then, that there is your fian...

—Water !!l—A dramaticvoice resounded from under the blanket.

—Water?—Gabrysia got lost.

—I'm sick. I'm dying. I'm fainting—Ida groaned. She was indeed close to a faint
out of fearof fact that Pyziak could blab out.

—Here is my stewed fruit—Gabrysia mumbled looking under the blanket and
seeing her sister in more or less normal condi#sDrink it and do not die right now,
please—She addressed Pyziak with a nloestess face-What were you saying?

—That there is your fiancé with youRyziak finished.

—Ida said so?—inquired Gabrysia=Well, | understand.—In fact, all seemed
clearto her. Gabrysia promised herself to beat the red-haireztegvas soon as Pyziak
will leave.

—I did not know that you had a fiancéke said.

Gabrysia did not know either. So, she diplomatically keletrgi
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Fragment 7

Father Borgjko is distracted and absent-minded. Aunt Felicja tries to @ocw him
about taking over a housekeeping.

In dusty, gloomy, depressive afternoon, it was crowded, noisy and matrgore-
jko’s place. The refrigerator was empty and exactly thisofgm aunt Felicja brought
to everyone attention.

—You have to organise it somehowske was explaining slowksl go back to
work from Monday.

—What apity, really—father Borejko said with real gallantry. He was laying in
bed already three days. Covered with his favourite booksehd them in orgiastic
way, discreetlydisregardinghe world around him.

—Ilgnacy, you did not hear me at allrsticed aunt tightening her jaw.

—1I heard you, Felicja, | heard you, my darling.

—NMaybe you heard me, but you did not understang word | said. Look at me!

Father raised his troubled eyes.

—1I just said that from Monday you will be aloneaxnt tried to do her bestl go
back to work. Now, I’'m going to do some shopping and to cookdirfor you for two
days, but from Monday you yourself have to take care about it.

—About what?—asked father strugglingith his urge for day-dreaming.

—About cooking, Ignacy, cooking.

—I don't think | can cook —father Borejko was surprised

—You can learn this. And do not put all duties on Gabrysia. 'Dfamget that she
has to go to school and do her homework.

—You are right, Felicja. You are right—dad said and stealthily changed page in
the old book.

—Ilgnacy. Here is a book.

—A book?—father awaked.

—A cooking-book. | have bookmarked a few simple recipes. 'Diafl me that a
person who knows a few foreign languages can't understeige for pancakes.

—OK, my darling—it seemed that father Borejko’s ambition get awakeShow
me this book. Mm. And now you can go—He put cooking-book aside with a face
suggesting that he will return to it soon, then he moved heség his old thick volume
and started to read this as if nothing else around him existed

—Oh, my God—aunt Felicja sighed looking at this desperatene—Mila is a
miserable She is really a miserable

With such a sentence on her lips, aunt Felicja went out ofdbenrand went shop-
ping.

Fragment 8

Ida cries and complains tGabrysia, who tries to comfort her. They both have a broken
heart, butGabrysia is full of energy and thinks positively.
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That was already the second sister who cvigith Gabrysia’s attendance during the
last two days.

—Ilda, don’t worry , everything will be all right—she said cordiall—Do you
cry because of the hemstitch?

—No, because of a general depressiéra explained—Men are_ meamnimals.

—Oh, that's right —Gabrysia agreedagerly

—Waldus and Klaudiusz. They both are mean

—And Pyziak. He is also mean. Well, don’t worry, | will make a cake and life
will be just a little bit better —Gabriela said with a firm voicesWhere's the will,
there’s the way. Cake will be crumbly, fragrant, dripping with chocolate, full of
nuts, almonds and all other things.

—Really?—tda asked doubtfully

—What do you mean "really”? Do you think | can’t do it? Well, in a ny case,

I will do this cake already today. If | will not succeed today, then | will still have
some time to do it tomorrow.

It became silent. When phonering interrupted this siledcer(..), Ida and Gabrysia
jumped to the corridor as if pushed the same giant springy Bbhth reached the phone
at the same time and they both rushed at it at the same timery§alwas stronger
however, and that was she who mastered the headphone.

—Hello?—her voice was romantjpassionatand tender

—Good afternoon, this is Klaudiusz speakingai fragile tenor in the headphone.

—Oh!—Gabrysia rumbled with normal voieeI'll ask Ida.

—Oh, no, it's not necessary... | would like to talk to Mr. Bjke

—He went out—Gabrysia replied quite impoliend cuddled cryingister with her
arm. She was standing ear to ear and heard everything fo~s¥oe can call him in
the evening.

She put the headphone away.

—You see—da sobbed on her chestl think | have some sort of disability

—What a nonsense Why disability ?

—Every boy gives me up.

—I do not agree—Gabrysia slapped Ida at her red hea&laudiusz just moved
his attention to our dad. Father can talk to boys very well That's probably be-
cause dad would like to have also sons. Just notice that all iy who come to us
are fascinatedby our father.

—You know. This can be the reason.

—Sure! Do you remember Waldus?

—How could I not remember Waldus?

—Waldus was terrible afraid of mom. And what about our father?

—He was not afraid of him at all. They talked about Hypocriiesause he wants
to be a doctor, and I...4da sobbed-l was supposed to be a nurse at his side...

—Don't cry, he is not worth your tears. He was frightenedby chicken-pox,
rascal But Klaudiusz, Ida, Klaudiusz is still to regain. You also have something
to say about antique.

—You are right—said Ida with sudden vens=Wait till he comes here. | will tell
him about Apostate, but | will read about it first. He will berysurprised.
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—This boys’ weaknesdo our dad, we have to be cleveand profit from it —
Gabrysia said with some reflectisrRemind our father to invite Pyziak to his
birthday-party and | will remind him of Klaudiusz.

—OK. Gabrysia, you are a geniuslot only beautiful but also intelligentwise
and talented

—Sure—Gabrysia said joyfully—The same as Aspazja from Millet.

Fragment 9

Gabrysia talks to aunt Felicja on the telephone. She asks about reéaim fancy-
cake. She can not cook, but has good intentions.

—Aunt, hi, this is Gabrysia speaking.

—What happened this time?..

—Oh, no, nothing unusual. | warmed up dinner again, it was delgious Now,
| would like to make a fancy-cake for my father, for his birthd ay-party.

—Fancy-cake? Oh my God, Gabrysia, | would suggest you danit.dif some-
body has such a clumsy hands as you then he should betterquitbafl than make a
cake.

—Oh, aunt, aunt, | play basketball after all. You play it with h ands. If you
won't give me a receipt for cheap and easy fancy-cake, | willake a receipt for it
from this old cooking-book and I'm sure | will not succeed with it.

—Gabrysia! I'm sure, you will not succeed anyway.

—So, give me a receipt for a cheap fancy-cake. At least | will wate less prod-
ucts.

—Well—aunt said—It sounds reasonably. Welko, listen. One pack of mar-
garine...

—OK, I'm writting it. One pack of margarine...

—Four spoons of milk, four spoons of cacao...

—Aunt, how can | get a cacao; it is, after all, impossible to buyit in any shop.

—Ilt is in your kitchen, on the shelf above the sink, dried u@aatone. It will be
all right for your purposes. Write further. One and half cigg of sugar...

—Yes...

—Pour it into the pot and bail it. It should bubble once, ckar

—Clear. But what should bubble?

—All these products poured into the pot.

—Should they bubble together?

—Together. Then you have to cool it down and add one egg ydtk to

—And what about egg white?

—Oh, my God, be more patience. Gabrysia, egg white you stempdrate from
egg yolk and pour it in a bowl.

—Oh. Why you are so angrywith me, aunt, | really want to be a goodhostess.

—Mm! OK. Write further. Pour off half of glass from this mass...

—Half of glass of what?

—This mass! When the fancy-cake is ready you will spread tasshon it.

—Oh.
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—Add three egg yolks to this mass in the pot...

—And egg whites into a bowl.

—You are a fast learner.

—You see. Where’s the will, there’s the way.

—Further—one and half glass of flour, baking powder, lema#l pad pour it into
a form.

—Why did you lower your voice?

—Because it's already the end. The end of the receipt. Andrtest to be afraid
that you will set the house on fire.

—Well, we will see. So, bye-bye aunt, thanks for the receipt; Will call when |
bake it.

—Gabrysia. My deachild...

—Yes?...

—I'm begging you, be careful.

—Aunt, be calm. | decided to be a feminine. And therefore | will succeed in it
And everything will be fine. Everything!

Fragment 10

Talk betweerGabrysia and her cousin Joanna. Gabrysia is cheerful and ironic while
Joanna is very serious and disgusted.

Door-bell announced arrival of cousin Joanna.

—Well, let's go—she said unbuttoning casually her beauttfuércoat from a soft
wool and showing the most fashionable long skirt in oliveocw—Colours of earth—
she mentionee=They are obligatory this season.

—1I have colours of earth on my back—grumbled Gabrysia causing with her an-
swer funnyassociations for Nutria and Pulpa, who unanimosgyted to laugh

—Calm down, you maliciousbrats. -

—1I also have colours of earth in my asstietightedNutria laughed.

Gabrysia bursted out laughingvoluntarily. Joanna, on the contrary, in whose
person they just were offendirige creative thought of the best fashion creators in the
world, was standing in the silence showinigh her icy face what she thinks about such
a populace.

—Change your clothes at last and let's geke said to Gabrysia.

—Why should | wear something else? I'm going in these clothes.

—1In these clothes?Jeanna asked with astonishment

—What, aren’t they appropriate?

—Gabrysia, just think about.itWhy are you so stran@eThis is not a First of May
academy. Wear something more human.

Four Borejko sisters looked at themselves and nodded.

—You should be in a fashion, gir—Joanna tried to persuade.

—At least in fashion if not an extravagant. In fashion!

—Why?—Gabriela asked shortly but accurately.

—Why?...—For a fraction of a second, Joanna looked as somebody, whkdgs
to the classroor=How is that: why. Well... to distinguish yourself from theevd.
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—1I distinguish myself anyway. I'm much taller than the generd population.

Joanna still could not recover her balance of mind.

—No, wait, | did not express myself wellYou should be in fashion, exactly in
order to not to distinguish yourself from other girls.

—Does it mean, after all, that currently | distinguish myselffrom the crowd?—
Gabrysia asked, hiding how higte felt.

—Well, who is dressing like you in these days? Your skirt is stort, and all of
it...

—1I have a dictatorial ambitions, Joanna—said Gabrysia, putting on her shoes,
which were not beautifubut cheap—The idea, that | should blindly imitate some
half-wit from some Paris, disgustsme. I'm going to introduce my own fashion,
at least here, in the area of Poznan. Short, pleated skirt infte navy colour, white
blouse, grey pull-over. Shoes from cheap leather imitation Full of style. You
know, it's enough to wear it with conviction and the streets will fil up with imita-
tors just after one week. O, and | will put dad’s hat on my head. Look, it has a
great, wide brim. | look like Clark Gable.

—You are joking of course?—oanna was alarmed

—Of course not!

—You are going to go out wearing this hat?

—Sure! It is splendid.

—Gabrysia! | really don’'t know what | should say to you.

—So, don'’t say anything—Gabrysia gave her advice and behind Joanna’s shoul-
der, she threatenenith the fist in the direction of laughingjsters.

—Tell me, what have you bought for Aniela?

—Perfume in "Polish Fashion”. And you?

—A book—mumbled Gabrysia busy with brushing her skirt, on which Isaofd
one of her sisters left white handprints when she didn'taeoti—Pulpa, have you
eaten a powder sugar?

—Nnno—Pulpa denied—I have only... eee.. thrown it on a window-sill, for birds.

—Do they like it?—Gabrysia asked ironically

—Well, no. They spit out everything.

—You should tell them, that sugar is for coupons—mumbled Gabrysia putting
on her overcoaYou should also remember about it, my darling. Well. And now
last glance in the mirror, subtle correction of the brim, hat a little bit cocked and
ready. Let’s go, Joanna.




Bibliography

[1]
(2]
[3]

[4]

[5]
[6]

[7]

[8]

[9]

[10]

[11]

CSLU Toolkit htt p: // csl u. cse. ogi . edu/tool kit/.
GNU Octave Manualht t p: / / ww. oct ave. or g.

OpenGL Architecture Review Board offcial website

htt p: // ww. opengl . or g/ about / ar b/ overvi ew. ht m .

OpenGL Documentation

htt p: // ww. opengl . or g/ docunent ati on/ ogl sl . htm .
OpenGL official websitetht t p: / / www. opengl . org/ .

QT Overview

http://ww.trolltech.com products/qt/index.htm.

J. Ahlberg. Model-based Coding - Extraction, Coding, and Evaluation of
Face Model Parameters PhD thesis, Department of Electrical Engineering,
Linkdping University, Sweden, September 2002.

I. Albrecht, J. Haber, K. Kahler, M. Schroder, and H.Seidel. “May i talk
to you? :-)” — facial animation from text. IRroceedings of Pacific Graphics
2002 pages 77-86, 2002.

I. Albrecht, J. Haber, and H.-P. Seidel. Automatic gextien of non-verbal facial
expressions from speech. Advances in Modelling, Animation and Rendering
(Proceedings of Computer Graphics International 2Q@2ges 283-293, Brad-
ford, UK, July 2002.

E. Andre, T. Rist, S. van Mulken, M. Klesen, and S. Balddhe automated
design of believable dialogues for animated presentadams. In S. Prevost,
J. Cassell, J. Sullivan, and E. Churchill, editdsbodied Conversational Char-
acters MITpress, Cambridge, MA, 2000.

Y. Aoki, S. Hashimoto, M. Terajima, and A. Nakasima. 8iation of post-
operative 3d facial morphology using a physic-based headeind he Visual
Computer17:121-131, 2001.

157



158 BIBLIOGRAPHY

[12] M. Argyle and M. Cook.Gaze and Mutual GazeCambridge University Press,
Cambridge, UK, 1976.

[13] L. M. Arslan and D. Talkin. 3-d face point trajectory shesis using an auto-
matically derived visual phoneme similarity matrix. In DuBham, J. Robert-
Ribes, and E. Vatikiotis-Bateson, editoRtoceedings of Australian Confer-
ence on Auditory-Visual Speech Processing (AVSR[8R)es 191-194, Terrigal,
Australia, December 1998.

[14] R. Bartles, J. Beatty, and B. BarsKkygtroduction to Splines for Use in Computer
Graphics and Geometric Modeling/lorgan Kaufmann, Los Altos, CA, 1987.

[15] M. S. Bartlett, J. C. Hager, P. Ekman, and T. J. Sejnows$keasuring facial
expressions by computer image analyBisychophysiology6:253—-263, 1999.

[16] M. S. Bartlett, G. Littlewort, B. Braathen, T. J. Sejnski, and J. R. Movellan. A
prototype for automatic recognition of spontaneous faaitibns. In S. Becker,
S. Thurn, and K. Obermayer, editofsdvances in Neural Information Process-
ing Systems 1%ages 1271-1278. MIT Press, Cambridge, MA, 2003.

[17] J. N. Bassili. Facial motion in the perception of facesl aof emotional ex-
pression.Journal of Experimental Psychology: Human Perception aadd?-
mance (4):373-379, 1978.

[18] K. S. Benoit C., Mohamadi T. Audio-visual intelliglty of french speech in
noise.Journal of Speech and Hearing Resear8i:1195-1203, 1994.

[19] P. Bergeron and P. Lachapelle. Controlling facial egsions and body move-
ments in the computer generated animated short “tony deigieltin ACM
SIGGRAPH’85 Tutorial Notes, Advanced Computer Animatioar€e 1985.

[20] J. Beskow. Rule-based visual speech synthesi®rdoeedings of Eurospeech
'95, pages 299-302, Madrit, Spain, 1995.

[21] M. J. Black and Y. Yacoob. Recognising facial expressim image sequences
using local parameterised models of image motidmternational Journal on
Computer Vision1(25):23-48, 1998.

[22] O. A. R. Board, M. Woo, J. Neider, and T. Dav@penGL Programming Guide
Addison-Wesley, second edition, 1998.

[23] A. Bosseler and D. W. Massaro. Development and evaloaif a computer-
animated tutor for vocabulary and language learning foldobmn with autism.
Journal of Autism and Developmental Disorde38(6):653-672, 2003.

[24] M. Brand. Voice puppetry. ISIGGRAPH '99: Proceedings of the 26th Annual
Conference on Computer Graphics and Interactive Techsigpages 21-28,
New York, NY, USA, 1999. ACM Press/Addison-Wesley PublighiCo.

[25] L. J. Brewster, S. S. Trivedi, H. K. Tut, and J. K. Udupanteractive surgical
planning.lEEE Computer Graphics and Applicatigrg3):31-40, March 1984.



BIBLIOGRAPHY 159

[26] V. Bruce.Recognising Faced awrence Erlbaum Associates Ltd., Hillsdale, NJ,

[27]

(28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

1988.

T. D. Bui. Creating Emotions and Facial Expressions for Embodied Agyen
PhD thesis, University of Twente, Twente, The Netherladdl;, 2004.

P. Bull and G. Connelly. Body movement and emphasis eesp. Journal of
Nonverbal Behaviqr9(3):169-186, 1985.

E. Carlson. Self-organizing feature maps for apptas$dand value of shore
parcels. In T. Kohonen, K. Mkisara, O. Simula, and J. Kangdg#prs, Pro-
ceedings of ICANN'91, International Conference on Aridfidéleural Networks
pages 1309-1312, Amsterdam, The Netherlands, 1990.

J. Cassell, C. Pelachaud, N. I. Badler, M. Steedman, éhotn, T. Becket,
B. Douville, S. Prevost, and M. Stone. Animated conversatiRule-based gen-
eration of facial expression, gesture and spoken intond&tiomultiple conver-
sational agents. IRroceedings of ACM SIGGRARHages 413-420, Orlando
(FL.), 1994.

J. Cassell, H. H. Vilhjalmsson, and T. Bickmore. BEAfle behavior expression
animation toolkit. In E. Fiume, edito6IGGRAPH 2001, Computer Graphics
Proceedingspages 477-486. ACM Press/ACM SIGGRAPH, 2001.

N. P. Chandrasiri, T. Naemura, M. Ishizuka, H. Harashimnd I. Barakonyi.
Internet communication using real-time facial expressioalysis and synthesis.
IEEE MultiMedig 11(3):20-29, 2004.

B. Choe, H. Lee, and H.-S. Ko. Performance-driven mexesed facial ani-
mation. The Journal of Visualization and Computer Animatid2(2):67-79,
2001.

M. M. Cohen and D. W. Massaro. Modeling coarticulatiorsiynthetic visual
speech. In N. Magnenat-Thalmann and D. Thalmann, ed¥wdgels and Tech-
nigues in Computer AnimatioSpringer-Verlag, Tokyo, 1993.

J. Cohn, A. J. Zlochower, J. J. Lien, and T. Kanade. Feapwint tracking by
optical flow discriminates subtle differences in facial eegsion. InProceed-
ings of Third IEEE International Conference on Automatic&and Gesture
Recognitionpages 396401, 1998.

R. Cole. Tools for research and education in speecinseidnin Proceedings of
the International Conference of Phonetic Scien&en Francisco, CA, August
2000.

K.-W. C. Com. Sextone for president. ACM SIGGRAPH’'88 Film and Video
Show volume issue 38/39, 1988.

W. S. Condon and W. D. Ogston. Speech and body motiontsgng of the
speaker-hearer. In D. H. Horton and J. J. Jenkins, ediidrs, Perception of
Languagepages 150-185. Academic Press, 1971.



160 BIBLIOGRAPHY

[39] C. Darwin. The Expression of the Emotions in Man and Animaiy72.

[40] D. Datcu and L. J. M. Rothkrantz. Automatic recognitimifacial expressions
using bayesian belief networks. Rtoceedings of IEEE SMC 200gages 2209—
2214, October 2004.

[41] J. R. Davitz.The Language of Emotionéicademic Press, New York, 1969.

[42] E. J. de Jong. FED: An online facial expression dictigres a first step in the
creation of a complete nonverbal dictionary. Master'sithd3elft University of
Technology, Department of Electrical Engineering, Math&os and Computer
Science, June 2001.

[43] B. M. del Brio and C. Serrano-Cinca. Self-organizingired networks for the
analysis and representation of data: Some financial cAsgal Computing &
Applications (1):193-206, 1993.

[44] P. Desmet.Designing Emotions PhD thesis, Delft University of Technology,
Department of Industrial Design Engineering, 2002.

[45] G. Donato, M. S. Bartlett, J. C. Hager, P. Ekman, and Bejnowski. Classify-
ing facial actions.IEEE Transactions on Pattern Analysis and Machine Intelli-
gence 21(10):974-989, October 1999.

[46] S. Duncan. On the structure of the speaker-auditoracten during speaking
turns. Language in Society8:161-180, 1974.

[47] S. DuncanSome Signals and Rules for Taking Speaking Turns in Corti@rsa
Oxford University Press, New York, 1974.

[48] P. Ekman. Darwin and Facial Expression: A Century of Research in Revie
Academic Press, New York, 1973.

[49] P. Ekman. Biological and cultural contributions to lyaghd facial movement.
In J. Blacking, editorThe Anthropology of the Bodjcademic Press, London,
1977.

[50] P. Ekman. About brows: Emotional and conversationghals. In M. V.
Cranach, K. Foppa, W. Lepenies, and D. Ploog, editdusnan ethology: claims
and limits of a new discipline: contributions to the collagpun., pages 169-248.
Cambridge University Press, New York, 1979.

[51] P. EkmanTelling lies: Clues to deceit in the marketplace, marriagel @olitics
New York: Norton, Berkeley Books, New York, 1985.

[52] P. Ekman. Emotions Revealed: Recognizing Faces and Feelings to krapro
Communication and Emotional LifeNew York:Times Books, Henry Holt and
Company, New York, 2003.

[53] P. Ekman and W. F. Friesetunmasking the FacePrentice—Hall, Inc., Engle-
wood Cliffs, New Jersey, USA, 1975.



BIBLIOGRAPHY 161

[54] P. Ekman and W. F. FrieseRacial Action Coding SystenConsulting Psychol-
ogists Press, Inc., 577 College Avenue, Palo Alto, Calito@#306, 1978.

[55] C. Elkan. The paradoxical success of fuzzy logid®?toceedings of the Eleventh
National Conference on Artificial Intelligencpages 698—703, 1993.

[56] M. Escher and N. M. Thalmann. Automatic 3d cloning anal+téne animation
of a human face. I®Proceedings of the Computer Animation,page 58, June
1997.

[57] I. A. Essa and A. Pentland. Coding analysis interpretaand recognition of
facial expressiondEEE Transactions on Pattern Analysis and Machine Intelli-
gence19(7):757-763, 1997.

[58] I. A. Essa and A. P. Pentland. Coding, analysis, intgiion, and recogni-
tion of facial expressiondEEE Transactions on Pattern Analysis and Machine
Intelligence 19(7):757-763, 1997.

[59] T. Ezzat, G. Geiger, and T. Poggio. Trainable videastalspeech animation.
ACM Transactions on Graphic21(3):388-398, 2002.

[60] G. Faigin. The Artist's Complete Guide to Facial Expressiowatson-Guptill
Publications, New York, 1990.

[61] B. Fehrand J. A. Russell. Concept of emotion viewed feopnototype perspec-
tive. Journal of Experimental Psychology13:464-486, 1984.

[62] D. Fidaleo, J. Noh, T. Kim, R. Enciso, and U. Neumann.sSification and vol-
ume morphing for performance-driven facial animationlriternational Work-
shop on Digital and Computational Videp000.

[63] J. A. Foley, A. van Dam, S. K. Feiner, and J. F. Hugh€smputer Graphics:
Principles and PracticeAddison-WesleyPublishing Company, Inc., second edi-
tion in ¢ edition, 1996.

[64] N.H. Frijda. Emotion and recognition of emotion. In M. Arnold, editor,Feel-
ings And Emotions: The Loyola Symposjyrages 251-258. Academic Press,
New York, 1970.

[65] N.H. Frijda. Varieties of affect: Emotions and epissdeoods, and sentiments.
In P. Ekman and R. J. Davidson, editof§ile Nature of Emotion, Fundamental
Questionspages 59-67. Oxford University Press, Oxford, 1994.

[66] B. L. Goff, T. Guiard-Marigny, M. M. Cohen, and C. Benoit Real-time
analysis-synthesis and intelligibility of talking facés.Proceedings of the Sec-
ond ESCA/IEEE Workshop on Speech Synthékigs Paltz, New York, USA,
September 1994.

[67] T. Goto, M. Escher, C. Zanardi, and N. Magnenat-ThalmakPEG-4 based
animation with face feature tracking. omputer Animation and Simulation
'99, pages 89-98, Milano, Italy, September 1999.



162 BIBLIOGRAPHY

[68] J. A. Graham and M. Argyle. A cross-cultural study of t@mmunication of
extra-verbal meaning by gesturdaternational Journal of Psychology 0:67—
67, 1975.

[69] B. Guenter, C. Grimm, D. Wood, H. Malvar, and F. Pighin. akihg faces.
In SIGGRAPH '98: Proceedings of the 25th Annual Conference amliter
Graphics and Interactive Techniqugrmges 55—66, New York, NY, USA, 1998.
ACM Press.

[70] M. Heller and V. Haynal. The faces of suicidal depresgioanslation of les vis-
ages de la depression de suicidéphiers Psychiatriques Genevois (Medicine
et Hygiene Editors)1:107-117, 1994.

[71] E. H. Hess. The role of pupil size in communicatioScientific American
233(5):113-119, November 1975.

[72] B. Hogarth.Drawing the Human HeadWatson—Guptill, New York, 1981.

[73] C.lzard. Emotions and facial expressions: A perspedtom differential emo-
tions theory. In J. Russel and J. Fernandez-Dols, ediidrs, Psychology of
Facial ExpressionsMaison des Sciences de 'Homme and Cambridge Univer-
sity Press, 1997.

[74] J. Jiang, A. Alwan, E. Auer, and L. Bernstein. Predigtinsual consonant per-
ception from physical measures. In P. Dalsgaard, B. Lingibeand H. Benner,
editors,Proceedings of Eurospeech 2001 — Scandingéges 179-182, Aal-
borg, Denmark, September 2001. Kommunik Grafiske LgsniAggrAalborg.

[75] 1. T. Jolliffe. Principal Component AnalysisSpringer Verlag, New York, 1986.

[76] G. A. Kalberer and L. V. Gool. Realistic face animatiam §peechJournal of
Visualization and Computer Animatiph3:97-106, 2002.

[77] P. Kalra, A. Mangili, N. Magnenat-Thalmann, and D. Tinahn. SMILE: A
multi layered facial animation system. Rroceedings of IFIP Conference on
Graphics ModelingTokyo, Japan, 1991.

[78] P. Kalra, A. Mangili, N. Magnenat-Thalmann, and D. Tinahn. Simulation
of facial muscle actions based on rational free form defdiona. Computer
Graphics Forum (Proceedings of Eurographics’92)(3):59-69, 1992.

[79] M. Kato, I. So, Y. Hishinuma, O. Nakamura, and T. Minanmiescription and
synthesis of facial expressions based on isodensity maps.L. Kunii, editor,
Visual Computingpages 39-56. Springer, Tokyo, 1991.

[80] G. D. Kearney and S. McKenzie. Machine interpretatibreimotion: Design
of a memory-based expert system for interpreting faciatesgions in terms of
signalled emotions (janusCognitive Sciencel7(4):589-622, 1993.

[81] A. Kendon. Some functions of gaze direction in sociaéraction. Acta Psy-
chologica 26:22—-63, 1967.



BIBLIOGRAPHY 163

[82] J. Kleiser. A fast, efficient, accurate way to represbathuman face. I6tate of
the Art in Facial Animation, SIGGRAPH’'89 Tutorialgolume 22, pages 37-40,
New York, 1989. ACM.

[83] H. Kobayashi and F. Hara. Recognition of mixed facigbmssions by neural
network. InProceedings of IEEE International Workshop on Robot and &dum
Communicationpages 387-391, September 1992.

[84] H. Kobayashi and F. Hara. Facial interaction betwedmated 3d face robot
and human beings. IRroceedings of IEEE International Conference on System,
Man and Cyberneticpages 3732-3737, 1997.

[85] R. M. Koch, M. H. Gross, and A. A. Bosshard. Emotion editiusing finite
elementsComputer Graphics Forupl 7(3), 1998.

[86] R. M. Koch, M. H. Gross, F. R. Carls, D. F. von Buren, Gnkhauser, and
Y. I. H. Parish. Simulating facial surgery using finite elertheodels.Computer
Graphics 30(Annual Conference Series):421-428, 1996.

[87] T. Kohonen. Self-organizing formation of topologilgatorrect feature maps.
Biological Cybernetics43(1):59-99, 1982.

[88] T. Kohonen.Self-Organizing MapsSpringer—Verlag, Berlin, 1995.

[89] S. Kshirsagar, T. Molet, and N. Magnenat-Thalmannné&pal components of
expressive speech animation. @omputer Graphics International 200fages
38-44, July 2001.

[90] T. Kuratate, H. Yehia, and E. Vatikiotis-Bateson. Kinatics-based synthesis
of realistic talking faces. In D. Burnham, J. Robert-Ribas¢d E. Vatikiotis-
Bateson, editorsProceedings of Australian Conference on Auditory-Visual
Speech Processing (AVSP'9®Rages 185-190, Terrigal, Australia, December
1998.

[91] T. Kuratate, H. C. Yehia, and E. Vatikiotis-Bateson.o§s-subject face anima-
tion driven by facial motion mapping. Broceedings of 10th ISPE International
Conference on Concureent Engineering (CE2003): Advanasign, Produc-
tion and Management Systenpages 971-979, Madeira Island, Portugal, July
2003.

[92] F. D. la Torre and M. J. Black. Robust parameterized comemt analysis: The-
ory and applications to 2d facial appearance modasnputer Vision and Image
Understanding91(1-2):53-71, 2003.

[93] V. Lee, D. Terzopoulos, and K. Waters. Realistic maagfior facial animation.
In Computer Graphics Proceedings, Annual Conference Sepigges 55-61,
1995.

[94] J.J.J. Lien, T. Kanade, J. F. Cohn, and C. C. Li. Detecti@acking and classifi-
cation of action units in facial expressialournal of Robotics and Autonomous
Systems31(3):131-146, 2000.



164 BIBLIOGRAPHY

[95] N. Magnenat-Thalmann, P. Kalra, and M. Escher. Facértoal face.Proceed-
ings of the IEEE86(5):870-883, May 1998.

[96] N. Magnenat-Thalmann, E. Primeau, and D. Thalmann. trabs muscle ac-
tion procedures for human face animatidine Visual ComputeB(5):290-297,
1988.

[97] N. Magnenat-Thalmannand D. Thalmann. Constructiaharmation of a syn-
thetic actress. Imn Proceedings of EUROGRAPHICS'88ages 55-66, Nice,
France, 1988.

[98] A. Marriott, S. Beard, and J. S. Q. Huynh. VHML - diredim talking head.
In A. M. T. E. J. Liu, P. C. Yuen, C. hung Li, J. Ng, and T. Ishidalitors,
Proceeedings of The Sixth International Computer Scierm&&ence Hong
Kong, December 2001. LNCS 2252 Springetr.

[99] D. W. Massaro and J. Light. Read my tongue movements:oBahlearning to
perceive and produce non-native speech /r/ and /IPrbteedings of 8th Euro-
pean Conference on Speech Communication Technolgyeva, Switzerland,
2003.

[100] D. W. Massaro and J. Light. Using visible speech fommirey perception and
production of speech for hard of hearing individualeurnal of Speech, Lan-
guage, and Hearing Researdh press.

[101] M. Matousek and A. Wojdet. 3d reconstruction of matkesrtices of a wire-
frame model of face. Internal report, Knowledge Based Syst&roup, Delft
University of Technology, Delft, The Netherlands, 2001.

[102] S. Morishima and H. Harashima. Emotion space for aislgnd synthesis of
facial expressions. ItEEE International Workshop on Robot and Human Com-
munication pages 188-193, 1993.

[103] M. Musierowicz.Kwiat Kalafiora Znak-Signum, Krakow, 1992,

[104] M. Nahas, H. Huitric, and M. Saintourens. Animatioredb-spline figureThe
Visual Computer3(5):272—-276, 1988.

[105] J. A. Nelder and R. Mead. A simplex method for functiomimization. Com-
puter Journa) 7:308-313, 1965.

[106] J. Noh and U. Neumann. A survey of facial modeling anidnaion techniques.
Technical Report 99-705, University of Southern Califarriio9o8.

[107] J. Ostermann. MPEG-4 overview. In Y.-F. Huang and C\AKi, editors Cir-
cuits and Systems in the Information Agages 119-135. IEEE, 1997.

[108] J. Ostermann. Animation of synthetic faces in mpet¢pr4CA '98: Proceedings
of the Computer Animatiqipage 49. IEEE Computer Society, 1998.



BIBLIOGRAPHY 165

[109] M. Pantic and L. J. M. Rothkrantz. Expert system foromutic analysis of
facial expressiondmage and Vision Computin8:881-905, 2000.

[110] M. PanticandL.J. M. Rothkrantz. Facial action redtign for facial expression
analysis from static face imagedEEE Transactions on Systems, Man, And
Cybernetics — Part B: Cybernetic34(3):1449-1461, June 2004.

[111] F. 1. Parke. Computer generated animation of face®rdiceedings of the ACM
National Conferencgpages 451-457, 1972.

[112] F. I. Parke.A Parametric Model for Human Face$hD thesis, University of
Utah, Department of Computer Science, 1974.

[113] F. I. Parke. Parameterized model for facial animatiBE E Computer Graphics
2(9):61-68, 1982.

[114] F. I. Parke and K. WatersComputer Facial Animation A. K. Peters, Ltd.,
Wellesley, MA, USA, 1996.

[115] S. Pasquariello and C. Pelachaud. Greta: A simplalfagiimation engine.
In Proceedings of 6th Online World Conference on Soft Comgutitndustrial
Applications, Session on Soft Computing for Intelligergmtg Springer-Verlag,
September 2001.

[116] C. Pelachaud, N. I. Badler, and M. Steedman. Linguissues in facial anima-
tion. Computer Animation 9Jpages 15-30, 1991.

[117] C. Pelachaud, N. I. Badler, and M. Steedman. Geneyédicial expressions for
speechCognitive Scienge?0(1):1-46, 1996.

[118] C. Pelachaud and M. Bilvi. Computational model of betible conversational
agents. In M.-P. Huget, editoEommunication in MAS: background, current
trends and futureSpringer—Verlag, 2003.

[119] C. Pelachaud, V. Carofiglio, and I. Poggi. Embodiedtertual agent in infor-
mation delivering application. IRroceedings of First International Conference
on Autonomous Agents and Multi-Agent SystéBotogna, Italy, July 2002.

[120] C. Pelachaud, M. Viaud, and H. Yahia. Rule-structdaeial animation system.
In In I3CAI'93, volume 2, pages 1610-1615, Chambery, France, August 1993.

[121] F. Pighin, R. Szeliski, and D. H. Salesin. Modeling amimating realistic faces
from images.International Journal of Computer VisioB0(2):143-169, 2002.

[122] S. M. Platt and N. I. Badler. Animating facial expresss. Computer Graphics
(SIGGRAPH'81)15(3):245-252, August 1981.

[123] W.T. Rogers. The contribution of kinesic illustrasdowards the comprehension
of verbal behavior within utterancegiuman Communication Researéh54—
62, 1978.



166 BIBLIOGRAPHY

[124] L. J. M. Rothkrantz and A. Wojdel. A text based talkirapé. InTDS’00:
Proceedings of the Third International Workshop on Texéesh and Dialogue
pages 327-332, London, UK, 2000. Springer—\erlag.

[125] Z. Ruttkay and H. Noot. Animated CharToon faces.Phceedings of NPAR
2000 — First International Symposium on Non Photorealigtimation and
Renderingpages 91-100, Annecy, France, 2000. ACM Press.

[126] H. Sera, S. Morishma, and D. Terzopoulos. Physicedasuscle model for
mouth shape control. IfEEE International Workshop on Robot and Human
Communicationpages 207-212, 1996.

[127] T. Sikora. The MPEG-4 video standard and its poteftiafuture multimedia
applications. IrProceedings IEEE ISCAS Conferene®ngkong, June 1997.

[128] K. Singh and E. Fiume. Wires: A geometric deformatiectinique. IrProceed-
ings of SIGGRAPH'98pages 405414, 1998.

[129] S. Skorupka, editoStownik wyrabw bliskoznacznych (Dictionary of Synonyms
of the Polish LanguagePW Wiedza Powszechna, Warszawa, 1985.

[130] W. H. Sumby and I. Pollack. Visual contribution to splkételligibility in noise.
Journal of the Acoustical Society of Ameri@®:212—-215, 1954.

[131] D. Terzopoulos and K. Waters. Physically-based faniadelling, analysis, and
animation. The Journal of Visualisation and Computer Animati@(?):73-80,
1990.

[132] D. Terzopoulos and K. Waters. Analysis and synthefizaial image sequences
using physical and anatomical model&EE Transaction on Pattern Analysis
and Machine Intelligencel 5(6):569-579, 1993.

[133] Y.-L. Tian, T. Kanade, and J. F. Cohn. Recognizingaattinits for facial expres-
sion analysislEEE Transactions on Pattern Analysis and Machine Inteltige
23(2):97-115, February 2001.

[134] M. Turk and A. Pentland. Eigenfaces for recognitidaurnal Cognitive Neuro-
science3(1):71-86, 1991.

[135] A. Ultsch and H. P. Siemon. Kohonen'’s self organiziegtfire maps for ex-
ploratory data analysis. I Proceedings of ICNN’90, International Neural
Network Conferencgpages 305—-308, Dordrecht, 1990. Kluwer.

[136] G. Wainright.Teach Yourself Body LanguagdcGraw—Hill, 2 edition, January
2003.

[137] C. L. Y. Wang and D. R. Forsey. Langwidere: A new faciainaation system.
In Proceedings of Computer Animatiqrages 59—-68, 1994.

[138] K. Waters. A muscle model for animating three-dimensi facial expressions.
Computer Graphics (SIGGRAPH'8D1(4):17-24, July 1987.



BIBLIOGRAPHY 167

[139] L. Williams. Performance-driven facial animation.Computer Graphics
24(4):235-242, August 1990.

[140] P. L. Williams, R. Warwick, M. Dyson, and L. H. Bannisteditors. Gray's
Anatomy Churchill Livingstone, Edinburgh, 36th edition, 1980.

[141] A. Wojdet and L. J. M. Rothkrantz. Intelligent systeor §emiautomatic facial
animation. InProceedings of Euromedia’200pages 133-137, May 2000.

[142] A. Wojdetand L. J. M. Rothkrantz. A performance basadametric model for
facial animation. IrProceedings of IEEE International Conference on Multime-
dia and Expo 2000New York, NY USA, July—August 2000.

[143] A. Wojdetand L. J. M. Rothkrantz. Facs based genegatfifacial expressions.
In Proceedings of 7th annual conference of the Advanced SéhwoBbmputing
and Imaging, ASCI'0IHeijen, The Netherlands, 2001.

[144] A. Wojdet and L. J. M. Rothkrantz. Implementing facedpressions modeller
from single AU models. IrProceedings of International Conference on Aug-
ment, Virtual Environments and Three-Dimensional Imagimages 144-147,
Mykonos, Greece, May 2001.

[145] A. Wojdel and L. J. M. Rothkrantz. Parametric genenatf facial expressions
based on facs«Computer Graphics Forupin press, 2005.

[146] A.Wojdel, L. J. M. Rothkrantz, and J. C. Wojdel. Fuzpgical implementation
of co-occurrence rules for combining AUs. Poceedings of 6th IASTED Inter-
national Conference on Computers, Graphics, and Imagditanolulu, Hawaii,
USA, August 2003. The International Association of Scieand Technology
for Development.

[147] A. Wojdel, J. C. Wojdel, and L. J. M. Rothkrantz. Duaéw recognition of
emotional facial expressions. ASCI'99 proceedings of 5th annual conference
of the Advanced School for Computing and Imagipgges 191-198, Heijen,
The Netherlands, June 15-17 1999.

[148] J. C. Wojdet. Automatic Lipreading in the Dutch LanguagBhD thesis, Delft
University of Technology, Department of Electrical Engtniag, Mathematics
and Computer Science, Delft, The Netherlands, Novembe3.200

[149] J. C. Wojdet and L. J. M. Rothkrantz. Using aerial andmetric features in
automatic lip-reading. In P. Dalsgaard, B. Lindberg, andBenner, editors,
Proceedings of Eurospeech 2001 — Scandingéges 2463—-2466, Aalborg,
Denmark, September 2001. Kommunik Grafiske Lgsninger A& drg.

[150] J. C. Wojdel, A. Wojdel, and L. J. M. Rothkrantz. Analysf facial expres-
sions based on silhouettes. ASCI'99 proceedings of 5th annual conference of
the Advanced School for Computing and Imagipages 199-206, Heijen, The
Netherlands, June 15-17 1999.



168 BIBLIOGRAPHY

[151] J. Wood. Can software support children’s vocabulayelopment?Language
Learning & Technology5(1):166—201, January 2001.

[152] Y. T. Wu, T. Kanade, J. F. Cohn, and C. C. Li. Optical flogtimation using
wavelet motion model. IProceedings of Sixth IEEE International Conference
on Computer Visiofpages 992-998, 1998.

[153] A. L. VYuile, D. S. Cohen, and P. W. Hallinan. Featureragtion from faces using
deformable templates. Proceedings of IEEE Computer Society Conference on
Computer Vision and Pattern Recognitjgmages 104—109, 1989.

[154] A.L. VYuile, D. S. Cohen, and P. W. Hallinan. Featureragtion from faces using
deformable templates. Proceedings of IEEE Computer Society Conference on
Computer Vision and Pattern Recognitigrages 104—-109, 1989.

[155] L. A. Zadeh. Fuzzy setdnformation and Contrql8:338-353, 1965.

[156] X. Zhang and Y. Li. Self-organizing map as a new methadciustering and
data analysis. Inn Proceedings of IJCNN’'93 (Nagoya), International Joint
Conference on Neural Networksages 2448-2451, Japan, 1993.

[157] Y. Zhang, E. C. Prakash, and E. Sung. A physically-Basedel with adaptive
refinement for facial animation. IRroceedings of IEEE Computer Animation
2001 (CA2001,)pages 28—39. IEEE Computer Society Press, November 2001.

[158] J. Zzhao and G. D. Kearney. Classifying facial emotibgsbackpropagation
neural networks with fuzzy inputs. IIRroceedings of International Conference
on Neural Information Processingolume 1, pages 454-457, 1996.



Summary

This thesis starts with the overview of the broad field of dheixpressions research.
Three different aspects are discussed: facial expressialyss, general issues re-
lated to face-to-face communication, and finally compuitemation of the face. This
introduction is then augmented with the in-depth des@iptf the computational tech-
niques relevant to the research topic. The main focus ofteh&gs on the techniques
used in the software developed during this research, bug¢ soane general approaches
are also briefly presented there.

After this introduction to the field of facial modelling, thieesis proceeds step by
step into the implementation of the facial modelling andhvaation support system (as
schematically presented in figure 1.1). The thesis flow isdnessity opposite to the
information flow presented in the design of the system. Itstom the predefined
constraints of computer graphics, and covers it with stghler levels of abstraction.
The final goal of the thesis is to automate all of the aspectaail animation design
that are not intuitive for the unexperienced user.

In chapter 4 the polygons, vertices, and graphical trangdtions, are superceded
by atomic facial Action Units (AUs). The full description tdfe procedure allowing
for constructing a facial model based on the recordings af@ngsubject is given in
this chapter. In turn, the AUs are superceded by facial esgiwas, as described in
chapter 5. With the more layers being wrapped around the atampnimation, the
possible interaction with the user of the animation systemomes more and more
intuitive. At the end of this chapter, the user is entirelpaated from the hardcore
graphical programming. It is now possible to treat the presgtanimation system as a
fully functional, physiologically consistent human fadehe most important contribu-
tion of this thesis is not this separation, though. It is themer in which the available
knowledge from the psychological research community has liecorporated in the
underlying layers.

Having a computer face, which can display facial expressiom consistent man-
ner, is certainly not the end of the road towards the animatipporting system. While
the basic facial model assures of physiological correctoéshe generated facial an-
imation, it does not comprise any of the behavioural comgsa The way in which
those constraints can be extracted from the real-life cdogs is presented in chap-
ters 6 and 7. The work presented in this part of the thesigvaltbe future implemen-
tations of the animation system to be fine tuned to differehiavioural contexts. It is
shown how, based on a recorded situations, the simple rmlenfotional occurrences
can be extracted and implemented in the system. The systeneact to the emotional
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words, punctuation marks, or co-occurrences of specifiaffagpressions, supporting
the user with the choice of parameters for animation.

The rules extracted in the presented work, are by no meamsrsal. They cannot
be. The facial behaviour repertoire is so complex, that @sstd concentrate on a spe-
cific context of interaction. Different sets of rules can k&r@cted for interaction with
customer in an automated shopping environment, or for maltial tutoring applica-
tion, or finally for the interactive movie scenario. The sikxtracted in the presented
work, are based on the emotionally-loaded dialogues, amdatrsuited for any of the
aforementioned applications. They are suitable for an émphook reading system
for example, or other applications where overly emotiomdidviour is deemed advan-
tageous. At the same time, they were chosen in this way, sthibaxtraction method
is stress-tested against the diversity and high frequehityeexpression occurrences.

Throughoutthe thesis, the presented methods are evahgaétst objective bench-
marks, or against human perceptions where appropriate. réhdts of those eval-
uations are highly encouraging, and show advantages of ttygoped modularised
approach to incorporating available knowledge into themation system. The last
chapter of the thesis sketches the future research averitlesegpect to implement-
ing the system in real-life situations. Finally, the thésiaugmented with informative
appendices, containing the implementation details, aa@dttalysed textual material.



Samenvatting

Het proefschrift begint met een overzicht over het brede weln onderzoek naar
gelaatsuitdrukkingen. Drie verschillende aspecten woddkehandeld: analyse van
gelaatsuitdrukkingen, algemene kenmerken m.b.t. comeatieivan aangezicht tot
aangezicht en tenslotte computeranimatie van het gelaate inleiding wordt ver-
volgd met een dieptebeschrijving van rekentechnieken el&vant zijn voor dit on-
derzoeksonderwerp. De meeste aandacht van hoofdstuk agatechnieken zoals
gehanteerd t.b.v. softwareontwikkeling gedurende diteonakek. Ook worden enkele
meer algemene methoden hier ook kort behandeld.

Na deze inleiding in het gebied van gelaatsmodellering lgeigproefschrift staps-
gewijs verder met de implementatie van gelaatsmodellezimgnimatieondersteun-
ing daarvan (schematisch weergegeven in figuur 1.1). Hdba@ivan het betoog
in het proefschrift is noodzakelijkerwijs tegendraads daninformatiestroom zoals
weergegeven in de opzet van het systeem. Het begint met dafvgedefinieerde
beperkingen van het vakgebied computergrafiek en overdekpdsteeds hoger ab-
stractieniveau. Het einddoel van het proefschrift is om afitwerpaspecten van gelaat-
suitdrukkinganimatie te automatiseren, voor zover dieeegn niet intuitief bekend
zijn voor de onervaren gebruiker.

In hoofdstuk 4 worden de veelhoeken en grafische transfaesgébruikt ten be-
hoeve van de kleinste bouwstenen: gelaatsactie-eenh&dés).(Het hoofdstuk geeft
een volledige beschrijving van de procedure voor consguen een gelaatsmodel,
gebaseerd op de video van het gezicht van een proefperspdmrtbeurt worden de
AU’s — in hoofdstuk 5 — weer vervangen door gelaatsuitdrngkin. Hoe meer lagen
om de computeranimatie gelegd worden, hoe meer intuigehteractie van de ge-
bruiker met het animatiesysteem. Aan het einde van het Badédlijkt de gebruiker
geheel afgescheiden te zijn van de basistechnieken inalipuggrammeren. Het blijkt
dan mogelijk om het animatiesysteem te behandelen als diedligofunctioneel, fy-
siologisch consistent, virtueel menselijk gezicht. Ogernis is deze abstractie niet de
belangrijkste bijdrage van dit proefschrift. Het belajigre van dit proefschrift is de
wijze waarop beschikbare kennis uit fysiologieresearafidronderliggende lagen in-
gebed is.

Beschikbaarheid van een virtueel gelaat op de computerpalatnog op con-
sistente wijze emoties kan uitdrukken, is zeker niet hetieiman de weg naar het
animatie-ondersteuningssysteem. Terwijl het basismaeléysiologische correctheid
van gegenereerde gelaatsuitdrukkingen zeker stelt, k¢gten enkele gedragsbeperk-
ing. De wijze waarop deze beperkingen gehaald kunnen waritlele video/s staat in
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de hoofdstukken 6 en 7. Het werk zoals gepresenteerd in éavde het proefschrift
maakt toekomstige implementaties mogelijk van verfijnimgan het animatiesysteem,
om dat toe te kunnen passen op diverse gedragsomstandigtigdeordt aangetoond
hoe, op basis van situaties op video, eenvoudige regelsarotionele uitdrukkingen
ontdekt kunnen worden en geimplementeerd in het systeetrsyldteem kan reageren
op woorden, leestekens, of gelijktijdige specifieke gelaizdrukkingen, allemaal om
de gebruiker te steunen bij parameterkeuze voor animatie.

De regels zoals ontwikkeld in het onderhavige werk zijn oprgenkele wijze uni-
verseel. 's Mensen repertoire aan gelaatsuitdrukkingem @omplex dat beperking tot
een specifieke context vereist is. Diverse verzamelinganegels kunnen verworven
worden voor communicatie met klanten in een geautomatiseginkelomgeving, of
voor multimediale onderwijstoepassing, of voor een irdteae film. De regels zoals
geacquireerd in het huidige werk zijn gebaseerd op ematigetaden dialogen en zijn
niet geschikt voor voornoemde toepassingen. Zij zijn walchét voor een inlevend
boeken voorleessysteem (bijvoorbeeld), of voor andeigetssngen waarbij duidelijk
emotioneel gedrag vereist is. Tegelijkertijd zijn zij opzdemanier gekozen zodat de
acquisitiemethode is grondig getest tegenover de diegrsit frequent voorkomen van
gelaatsuitdrukkingen.

Door het gehele proefschrift worden de gepresenteerdeotiethobjectief geijkt
via tests, of via natuurlijke waarneming indien van toepagssDe resultaten van deze
evaluaties zijn zeer bemoedigend en tonen voordelen varadgestane modulaire
aanpak om bestaande kennis in het animatiesysteem in teelolet laatste hoofd-
stuk schetst toekomstige onderzoekswegen betreffendapletmenteren van het sys-
teem in praktijksituaties. Tenslotte is het proefschrifbrzien van informatieve ppen-
dices die implementatiedetails en het geanalyseerdaitdksnateriaal bevatten.
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