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Abstract

Fusing visual and audio recognition on the AIBO pet dog reldag&bny. The robot is
communicating wireless through a TCP/IP connection to a remotpuwter which manages face
and speech recognition of a person in its environment. Batlahand audio data are sent by the
AIBO to the computer which analyses them and tells biaekobot how to behave according to the
result of the calculation.

Keywords
Embedded System, Tekkotsu and Urbi Frameworks, Wireless Coratiani Motions, Eigenfaces,
MFCC.
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Chapter 1 Introduction

1.1 General Information

This project accounts for my second-year internship with rapd¢h host school ENSEIRB. It was
realized at Delft University of Technology, Netherlandshimithe framework of the exchange
student program Socrates-Erasmus. | started it on ﬁ‘u@O@S and finished on Octobél22005.
The purpose of my project was to implement face and sound réoagnithin the AIBO
entertainment robot released by Sony.

My training period took place at the MMI (Man-Machine Int#ran) research group of TUDelft.
The aim of this department is to develop research aroundbiecs of human-computer interaction
of intelligent multimodal systems.

Professor Leon Rothkrantz was my supervisor for my project. Zhéakg, a PhD student who
already had an experience of one year with the AIBO, hetpedll along my stay.

Moreover, | belonged to the AIBO team which is a resegrobp within the MMI group. It is
composed of students and researchers who are involved intpr@lketed to robotics, image and
sound processing, more or less close to the AIBO.

Each week, a meeting was organised by the AIBO tealistass the progress of each project, the
prospects and gave place to announcements and questions.

1.2 Project Motivation

The choice of carrying out such a project in the MMI Depanthof TUDelft was stimulated by
different aspects.

Above all, it would have put into practise the knowledge acquivethg the first two years of
ENSEIRB formation. The AIBO robot with all image and souratpssing aspects it gathers
appeared as an interesting field of work to prepare mg fieiar at ENSEIRB in which | specialize
in Numeric Communication Systems Engineéring

More specifically, this project got my interest when | coted Prof. Rothkrantz a couple of months
ago and when he proposed me some topics around the AIBO robode@haf merging image and
sound aspects came from a suggestion of mine to test an-Eigensdgorithm designed for face
identification that had been developped during the previoussyéaMSEIRB. But adding sound
modalities was even more interesting because it was anurpiyadio deal with two aspects and at
the end make them interact while fully using the AIBO fiomalities.

Working in an international environment was another challgmgeticing English all day long at
work and in everyday life, travelling in a foreign country ameket a different culture, or better
different cultures since Delft draws people from all comtise@nd especially the Erasmus students
(Portugal, Italy, Spain, Sweden, Germany, Romania,...)

1.3 Project Definition

The project is defined as follows:
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Design and implement a software for AIBO that uses both audio andge functionalities of
the robot in order to detect and recognize persons and theiniidy. The model developed
requires to be opened and reusable for further applications.

1.4 Project Organisation
The project followed several parts:

Study of the Background
collect and gather documentation, papers concerning the AtBgtter apprehend its usage, the
different existing programming languages and make choices aogaadihe initial goal.

Define and design a model
A global architecture is built up to support the audio-facegeition with the AIBO. This modelling
strongly depends on the decisions take among the existing prografnammeyvorks.

Implementation
Put into practise the modelling adopted, following an increatelgvelopment approach.

Evaluation of the results
Analyze in which degree the goal of the project was reached.

1.5 Report Overview
The present report follows this structure:

Part 1: Introduction
Provides general information about the project, the motivateoskort definition of it and
announces its structure.

Part 2: Purpose
Presents the AIBO world and introduces the theme of fusing souhthce recognition within this
robot.

Part 3: Conception
Sets the model adopted before project execution.

Part 4: Implementation
Describes the steps of implementation

Part 5: Results
Details the results obtained at the final state of tbgept

Part 6: Conclusion and Recommendations
Sums up the results and provides recommendations for future project
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Chapter 2 Purpose

2.1 What is the AIBO?

With the growing advancement in the robotics industry, tees has progressively shifted towards
enhancing the autonomy of the robots. Autonomous robotics are nowdasieigped to conduct
various duties to make life easier for humans and even tdantand provide its users with
companionship .

The AIBO is one such example of such autonomous robot. Itnirasluced to the world by Sony in
1999 as a robotic pet dog. This reflected in its name, whidbducted from Al (Artificial
Intelligence) and roBOt. It also means pal in Japanadéelfollowing five years since the original
design, AIBO has been improved and its appearance has creengedl times.

Initially it was impossible for individual developers to wisigftware for AIBO because the
necessary interface with the hardware was kept seci2@0 Sony changed this policy and
released the AIBO OPEN-R Software Development Kit (SOKg AIBO became very interesting
for research purposes because it provided a complete robot platiomnich people could write
software and conduct experiments on at a relatively low.pFice most recent version is the ERS-7,
within improvement on interaction and wireless internet conmectiam working on this particular
version of the AIBO.

Figure 1: AIBO ERS-7

2.2 Capabilities of the AIBO ERS-7

AIBO is Sony at its very best, combining its flagship technel®gp conceive a fully
autonomous companion to accompany and entertain man in day-toedéhién battery life runs
low, it will swiftly locate the energy station to replshiits battery. AIBO can see, hear, feel for
itself and walk. Uniquely skilful, AIBO is able to connedtalessly with other electronic devices,
transmitting photos, sound files and messages. It is alsdbf@&srecord movie clips.

AIBO'’s interaction with the outside world is ensured througlsé@nsors: two distance sensor,
various touch sensors on head, back, chin, paws, accelesatisar, a vibration

sensor video camera (a 350,000 CMOS image sensor), anarsierephones in its ears.

In order to show reactions AIBO is equipped with speaker arést, LED Lights (on

face, ears and back) and a series of movable parts:meath, legs, ears and tail. Apart from this
AIBO is also equipped with a wireless card and a blue Ld&Eg§hbw its status. [1]
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All specifications of the AIBO are provided in Appendix A.
Figure 2 gives a description of AIBO’s anatomy:

Stereo Mi Crophong

Ikime-Face LED panel - IEEE 802.11b Wireless LAN
.-’."" &

Distance Sensor
i Acceleration Sensor

350K-pixel Image Sensor Vioration Sarmor

Edge Detection Sensor

§-

Wireless on/off Bwitch

Volume Switch

- :
Speaker - o . ‘
64 Chords MIDI Sound ~ ——— Paw Sensors

Figure 2: AIBO Sensors and Actuators

Regarding the topic of the project, the camera and tbertierophones are of great interest.

Video Camera
AIBO ERS-7 is equipped with a colour vision camera mountedeali®vnouth

Stereo Microphones
AIBO ERS-7 is equipped with stereo microphones locateeéresiide of its head

2.3 Fusing Audio and Face Recognition...

As mentioned earlier, the idea of fusing audio and facegretion appeared when | proposed to Mr
Rothkrantz to port an algorithm for face recognition implemehtenhyself and two of my
colleagues at ENSEIRB. This algorithm —named Eigenfaeesbien tested among frontal face
images and had provided relevant results. Thanks to its sitpglet good accuracy, | was a
valuable and promising face recognition method. Provided witledase of fifteen persons
declined on several standard facial expressions, the softwale: determine with accuracy if a
tested image could represent a face or a non-face, a petsogihg to the database-consequently
giving his/her name- or foreign to it.

This truly matches what a companion pet dog must requirehave properly, that is to say reacting
when someone is coming towards it, and make a selectioedeite masters and the unknown
people.

However, Prof Rothkrantz introduced me the possibility of adding exbdalities of the AIBO in
order to improve people’s recognition. Indeed taking into congidarthe soundscape is very
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helpful in some situations when a camera is ineffectiveirmrdase the probability of a successful
result. For instance in bad light conditions, the AIBO caags rely on its ears, and vice versa, if it
is situated in a noisy environment then it will trust ife®

2.4 ...Within the AIBO

Working with an AIBO robot meant | had the chance to work waiilstate of art piece of
technology, and gave the opportunity to use the software onfivgmaedded system, instead of the
conventional theoretical setups used in pattern recognition. Boisetounted for a great challenge
since it would consist in adapting the existing and future softébean merely porting it on the

AIBO.

The Eigenfaces is reasonably not a good method if some fundamesuaiptions are not satisfied,
basically the resizing of each tested picture by moving@yes on a pre-defined position. And as a
face can be localized at any point of the camera frdmekigenfaces program was falling through.
This constraint had to be kept in mind during the conception of theefabftware.

2.5 Programming the AIBO

Three frameworks are available to program the behaviour &IB®©:
8§ OPEN-R SDK,
§ Tekkotsu
8§ URSBI

OPEN-R SDK

AIBO owners can teach their pet new behaviours by reprograntheng in Sony's speci&Code
language oOpen-R DK for non-commercial use. AIBO Software Development
Environment can create software that either executes on AtE®ecutes on a PC or

controls AIBO by using a wireless LAN. This SDE contains ttf8B&s (Software
Development Kits) and a motion editor. The three SDKs are®8DK, R-Code SDK, and
AIBO Remote Framework. These development environments avalpd free.

The Open-R SDK is a cross development environment based ¢G-geLwith which
developers can make software that works on AIBO (ERS-7, ERSERS 220, ERS-210A,
and ERS-220A). The R-Code SDK is an environment with whichldeees can execute
programs written in R-Code, a scripting language, on AIBOSEIR The AIBO Remote
Framework is a Windows application development environment baséwal C++, with
which developers can make software that runs on Windows. Ttweasefcan control AIBO
(ERS-7) remotely via wireless LAN. AIBO Motion Editor cha used with the Open-R SDK,
the R-Code SDK and the AIBO Remote Framework.

Open-R SDK provides a disclosed Open-R API of system ldigse(-2" interface). In this
case, developers only can utilize some AIBO's functions asich

- moving AIBO's joints

- get information from sensors

- get image from camera

- use wireless LAN (TCP/IP)

The Open-R SDK includes tools to make Open-R objects, samplepregand memory
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stick images that must be copied to a AIBO programmablaany stick
The developers also can make motions by synchronizing with sounB$, (MAV) and LED
patterns in AIBO Motion Editor. [6] [16]

Tekkotsu

Tekkotsu is a framework built on top of OPEN-R SDK[5]. This meahaf in order to use
Tekkotsu, the OPEN-R SDK also has to be installed. Tekkdtsts a way to interface with
WLAN. Joints, head movement camera etc. can be contnabedireless LAN. The
programming model with URBI also holds for Tekkotsu. (Tekkotsuesas also an object
running on OPEN-R).

The advantage of Tekkotsu is that it offers higher level cants (instead of moving
individual joints, one can issue commands like "walk"). Furttuge the Tekkotsu framework
aids people who develop objects intended to work on the AIB® (Wekkotsu) by adding a
level of abstraction. So instead of having the to know thesame passing details of ones
object with other objects (like in the URBI) a Tekkotsu pamgmer can think in terms of
behaviours (a term that is central in Tekkotsu programmimgefneork tutorials). [3] [8]

URBI

Universal Robot Body Interface (URBI) is a scripted command language used to control
robots (AIBO, pioneer)[5]. It is a robot-independent API basedient/server architecture.
In the OPEN-R programming model the URBI server can beedeas another object. The
developer can make use of the URBI server in two ways e@mputer through the wireless
LAN using the liburbi c++ (external client) or through direct irpeocess communication
using liburbi OPEN-R (onboard client).

In the case of an external client, the communication thlegs place through a TCP/IP or IPC
connection. When using URBI over TCP/IP messages are sdandimg URBI object via
telnet over port 54000. The URBI Object then sends the appi@preEssages to the other
objects on the OPEN-R system to accomplish the givemzord.

In the case of an onboard client, the client is also @8N object (containing doinit(),
dostart(), etc.) that runs along in the OPEN-System and sezsismges to the URBI server.
Thus, URBI functionality can then be utilized by passingiuwog messages to/from the
URBI object (which of course should also be running). [6]8T]

2.6 Reuse a Sound source localization software...

A possible prospect to go further in this project was to coendirdio-face recognition with the
localization of a sound in the bi-dimensional environment.

Indeed, a sound localization software had been developeel st Department of TUDelft and
successfully demonstrated at Robocup last year. It ofteree AIBO the ability to turn its head
towards the source of a sound generated in a 2D horizontal pththis process was executed run-
time. A sound recognition had also been implemented and thecmlddtreact to specific
frequencies generated by other AIBO mates.

Including such a program was interesting because it could malidB© react closer to a real
companionship dog: instead of tracking a face and then anglyzifeatures, independently from
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any stimulation-as assumed for audio-face recognition: it waaktts look around only if
something happened, basically if someone spoke.

Nevertheless, some limitations were somewhat expected:ispeed-face recognition was designed
for human beings, so identification of sound had to be eshbxer the entire 3D environment and
not only the 2D AIBO plan.

Note that this part is likely not to be treated duringitivernship, its realization depends on the
amount of time available.
2.7 An illustration of the scenario

With all the aspects discussed above, the ideal scamasi@s drawn iRigure 3:

Hello my
sweet
AIBO !

What a nice
mastress |
have...

Let's
have a
little
injection

Figure 3 lllustration of the scenario
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Chapter 3 Conception

Taking into consideration the purpose of the research setthp previous part, this new chapter
will present and detail the technical choices and solutiadeno fulfil the expectations of the
project.

3.1 A common modelling for sound and image recogimins

Both sound and image recognitions can be classified into tvaules:feature extraction and

feature matching.

Feature extraction is the process that extracts a smallrgrof data from the face image and the
voice signal that can later be used to represent each subjeaining phase is then operated on
each registered subject from their relative sound andriémenation so that the program can build
or train a reference model for each subject.

Feature matching implies the task to identify the unknowjfestiby comparing extracted features
from his/her face and voice inputs with the ones from afdatown subjects. This module aims at
indicating if the tested subject is a member of the datbhad if so which one he/she is. The input
data is matched with stored reference model(s) and rémpydecision is made, according to a
certain threshold.

—» Similarity —

Base

Feature Member 1 Decision , Identification

Input Data™" exiraction | : i Result

— Similarity —
T Threshold

Base
Member N

Figure 4 Model for recognition
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3.2 Recognizing a face
3.2.1 Recognition with Eigenfaces

This face recognition approach was proposed by Turk and Pentla@@inin this technique each
image is modelized as a vector whose dimension is the nwhpixels of the image. Some
characteristic features are nonetheless extracted thaaldirteensional reduction method -called
PCA (Principal Components Analysis).

Let us assumkg (i=1..pixel_number) accountlng for the image number k’s vector, therefore each
face can be viewed as a group of points RP¥-""""_dimensioned space. Moreover, let us
considen e accounting fothe average face of all thgfaces.

The principle of the Eigenfaces method is to model therdiffge between any face and the average
face thanks to a limited number of imagrsnamed Eigenfaces.

As a result, each image J belongingRf§©-"""""is expressed as the average face plus a linear
combination of Eigenfaces, as follows:

J=lave+) c(huh+e
Wherec(h) is the ' eigenface coefficient of J and is the error between J and its appromixation
with Eigenfaces.

The eigenface method is based on the fact that the numbsedEigenfaces is much lower than the
space dimension.

- S

ave Ug

1

| avet 5 U |a\,e+ 5 U+ 5
1

wEE-

ave ave ave+ 5 7]
ave '5 Uy

Figure 5 Composition of a face with Eigenfaces

The series of Eigenfacegis obtained through the PCA.

Mickaél Thouzery 12/39



ENSEIRB Second-Year Internship TUDELFT

Identification —or feature matching- is then realized by compdhe distance of the projection of
the tested image with the ones of the other existingesadye do understand projection by
projection in the “Eigenfaces under-space”.

For more details concerning PCA and how identification isaged, please refer to [11].

Face recognition with Eigenfaces as it has been implatdémposes some serious limits when
adapting it with a moving camera. The presence of a fatteeiframe of the AIBO’s vision does not
guarantee the picture taken would represent exactly a fromeddate as it is assumed in the
Eigenfaces preprocessing phase. A routine to centre mathekyes of the face on a constant
position was programmed but in the case of an automatic réioogihibecomes naturally
inefficient.

That is why some preliminary treatments must be made bajpmlging the algorithm. More exactly,
the robot must be capable of detecting and extracting arfdbe field of its camera instead of
merely taking a photo. Actually an eye detection would be thieallg enough but because of the
weak resolution of the camera this is more cautioutatb with a face extraction, with the view to
applying further an eye detection within the face obtailedddition, if face detection is efficient,
eyes’ position can hopefully be deducted according to the faoef

3.2.2 Detecting a face around the AIBO

Some research around the topic of face detection had beestyategded out inside of the MMI
Department, where it had been made use of Intel's Opelib@&yy. The detection in question
makes it possible to detect and track real time fagpsaing in the frame of a video camera. The
camera was of 640x480 resolution —instead of 208x160 for the AIBCadeg tould be detected
from at least three meters, which is obviously not expectddtigt AIBO.

Intel’'s Open CV library

Open CV library is released online by Intel and is intendedder incorporation and modification
by researchers, commercial software developers, govetrand camera vendors as reflected in the
license.

It is an aid commercial uses of computer vision in human-canterface, robotics, monitoring,
biometrics and security by providing a free and open infresire where the distributed efforts of
the vision community can be consolidated and performance optimize

An online community organized around the Open Source Computer Vigiary_has been created
for sharing information, bugs, opinions, questions and answers aledilirary. [17]

OpenCYV library is useful for many applications in image proogssiich as video surveillance,
image retrieval and so on. With this library detectiom loa lead for any kinds of objects, not only
faces but also hands, cars, tables, etc. But the algorithanieg detecton is made regardless the
nature of the object. A statistical approach is chosen, laag-like features and a cascade of
boosted tree classifiers. For each model a statistica¢infcdssifier) is trained:

the training phase takes into account multiple instances of thetabjinterest-positive samples, as
well as negative samples, which means samples which domairc the object. The classifier is
trained on images of fixed size, and detection is accohgaliby sliding a search window of the
predefined size within the image to analyze and checkedh&r an image region looks like the
object of interest or not. To know more see please refer to [18]

A demonstration of face detection is showrFigure 6:
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Figure 6 Face detection

3.2.3 Centering the eyes

Since the statistical model-based method used by OpenCV imdegsendently from the nature of
the object, there is no reason that it can not satisfyanletection, by submitting an entire set of
eye samples. However no eye detector is available irethased library, that is why the training
procedure has to be done by our own. A large database of pasithaamples must be picked up,
because the performances of the training deeply depend wbtistness of the database -some
thousands of pictures have to be gathered to guarantee a golbd re

3.3 Recognizing a sound

Speaker recognition methods can be divided into text-independetedttpendent methods. In a
text-independent system, speaker models capture characsesissomebody’s speech which show
up irrespective of what one is saying. In a text-dependermysin the other hand, the recognition
of the speaker’s identity is based on his or her speakingramere specific phrases or keywords,
like “AIBO” or “Come here!”.

Without making a choice straight away on which method to ad@ptam start with simple methods
and if necessary or worth shift into more complex ones.

3.3.1 A First Approach

A first idea is to extract the spectral characteristiosach person by calculating the average of the
frequency amplitudes between regularly-spaced positions spt#arum scale. That means a Fast
Fourier Transformation is performed on the original recordedifaginary values converted in real
ones so as to have an estimation of the average, foisegment of the spectrum. Therefore each
subject’s feature characteristics are described astarnva amplitudes values for all the regions of
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the spectrumizigure 7 plots the original sample in time, the corresponding spectruth ffit) and
the averaged-segment spectrum.

Sample in time
1 T T T T T T
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Figure 7 Getting frequency features from a voice sample
During the test phase a matrix multiplication is operateddxst two subject vectors to estimate the
similarities. For instance if two voices are close oneatth other, it is expected that the spectral
energy will be located in the same area, which willéase the final value. Hence a distance
between two subjects is obtained and usable to take ategisi
Due to the irrelevant performances of this first method f§age4.5.1), it revealed necessary to opt
for another one. Therefore the next part focuses on one ofasigpopular method in speech
recognition, called MFCC.
3.3.2 A further approach: MFCC method
The MFCC method accounts for Mel-Frequency Cepstrum Coefficients

Principle of MFCC

Quote from [12]:

Because of the known variation of the ear’s critical band-widthgh frequency, filters spaced
linearly at low frequencies and logarithmically at high frequeies have been used to capture
the phonetically important characteristics of speech. [...]$hesult suggested that a compact
representation would be provided by a set of mel-frequenpgitam coefficients. These
cepstrum coefficients are the result of a cosine transfoofrthe real logarithm of the short-
time energy spectrum expressed on a Mel-frequency s¢al®FCC, the main advantage is
that it uses melfrequency scaling which is very approxie&t the human auditory system. Th
basic steps are: Preprocessing and FFT, Mel-frequency sagli@epstrum.

D
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This technigue has also the great advantage to be a texeimbey speaker identification system in
the sense that it does not care of the content of the serf@aoe 8 is a description of the different
steps to exhibit features characteristics of an audio sawifii MFCC [13].

CONEFRLCLE Frame frame Windowing FFT SpectiLan
speec. Blocking » I
mel Cepstrum mel Mel-frecuency
— —— : e
CEpSLITin EPECLIIN Wrapping

Figure 8 Block diagram of the MFCC processor

Preprocessing and FFT

Frame Blocking

In this step the continuous speech signal is blocked inteBafN samples, with adjacent frames
being separated by (M < N). Typical values foN andM areN = 256 (which is equivalent to ~ 30
msec windowing and facilitate the fast radix-2 FFT) khd 100.

Windowing

The next step in the processing is to window each individualefrso as to minimize the signal
discontinuities at the beginning and end of each frame. Thepbhere is to minimize the spectral
distortion by using the window to taper the signal to zerbeabeginning and end of each frame.
Typically theHamming window is used.

Fast Fourier Transform (FFT)

The next processing step is the Fast Fourier Transform, wbiorerts each frame df samples
from the time domain into the frequency domain
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Mel-frequency Scaling

As mentioned above, psychophysical studies have shown that humeptioerof the frequency
contents of sounds for speech signals does not follow a lirelar $twus for each tone with an
actual frequencyf, measured in Hz, a subjective pitch is measured oala salled the ?mel? scale.
The mel-frequency scale is a linear frequency spacing below 1000 Hz and atlogarispacing
above 1000 Hz. As a reference point, the pitch of a 1 kHz toraB 4bove the perceptual hearing
threshold, is defined as 1000 mels

One approach to simulating the subjective spectrum is ta fiker bank, spaced uniformly on the
mel scale (seEigure 9). That filter bank has a triangular band pass frequesgpyonse, and the
spacing as well as the bandwidth is determined by a consthfiteguency interval. The modified
spectrum oy w) thus consists of the output power of these filters wijen is the input. The
number of mel spectrum coefficienks, is typically chosen as 20.

Mel-spaced filterbank
T T

oe

08

04

0z

L .
i 1000 2000

P

y L
G000 7000

aoon 4000 5000

Freguency (Hz)

Figure 9 Example of a mel-spaced filterbank

Cepstrum

In this final step, the log mel spectrum is converted badkne. The result is called the mel
frequency cepstrum coefficients (MFCC). The cepstialagentation of the speech spectrum
provides a good representation of the local spectral prepartithe signal for the given frame
analysis. Because the mel spectrum coefficients (ancesddpgarithm) are real numbers, we can
convert them to the time domain using the Discrete Cosinesiiman (DCT).
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Feature matching

The state-of-the-art in feature matching techniques ussgkeiaker recognition include Dynamic
Time Warping (DTW), Hidden Markov Modelling (HMM), and Vec@Quantization (VQ). In this
project, the VQ approach will be used, due to ease of inguitation and high accuracy. VQ is a
process of mapping vectors from a large vector space mierfiumber of regions in that space.
Each region is called@duster and can be represented by its centre callemi@vord. The collection
of all code words is calledadebook. [13]

Figure 10shows a conceptual diagram to illustrate this recognition mobethe figure, only two
speakers and two dimensions of the acoustic space are shwwvirdles refer to the acoustic
vectors from the speaker 1 while the triangles are frenspleaker 2. In the training phase, a
speaker-specific VQ codebook is generated for each known sgsagieistering his/her training
acoustic vectors. The result code words (centroids) are shdvigure 10 by black circles and

black triangles for speaker 1 and 2, respectively. Thardis from a vector to the closest codeword
of a codebook is called a VQ-distortion. In the recognition phasepatutterance of an unknown
voice is "vector-quantized" using each trained codebook artdtdhé&/Q distortion is computed.

The speaker corresponding to the VQ codebook with smallest tdtatidis is identified.

Speaker 1 Speaker 2

lafalale] | Al A] A
/S /S

| A ]

Speaker 1
centroid

®
2 sample

Speaker 2

A& centroid
& sample

YW distortion

Figure 10 Conceptual diagram illustrating vector quantization co@ébook formation

After the enrolment session, the acoustic vectors extractedinput speech of a speaker provide a
set of training vectors. As described above, the nepoitant step is to build a speaker-specific VQ
codebook for this speaker using those training vectors. Thameedi-know algorithm, namely LBG
algorithm [Linde, Buzo and Gray, 1980], for clustering a sét &ining vectors into a set M
codebook vectors. More information about LBG are provided in [13].
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3.3 Taking decisions between both

Two models have been eventually set up to ensure recognitimthirways. Next step is to merge
them to provide a final and unique answer, the one from the AIBO

As evoked, for each kind of perception different cases whtsiins can occur. Of course what can
happen depends also of what it is expected in the projectlzatdcan allow the techniques
described above. A set of all possible events are preseeted

Speech:
- No voice heard

- Unknown voice

- Known voice but not the voice of the master

- Voice of the master

- No face detected

- A face detected but seen as a non-face by the recognitiomprogth Eigenfaces
- Known face but not the face of the master

- Face of the master

Note that a distinction is made between different memifeise database: some are considered as
masters whereas the other ones are simply persons knowmndlak feo the pet dog but not close
ones. This way of distinguishing people can be utilized ever impadopting a specific attitude for
every member of the database. Notwithstanding we \ayl with this first configuration.

In addition, an appreciation is made redundantly betweeratieedetection and the face recognition
methods. However the Eigenfaces algorithm will be disabledse of a non-detection of face, and
if a face is claimed to be detected and that recognitiware outputs non-face as an answer, it will
be decided the same.

The challenge is actually to deal with some conflictilhgasions and give priorities to only one
ouput.Figure 11 draws of all the predictable events.

Image No Face Non-Face Unknown | Known Face Master Facd
Soun Face
Silence Do not react Do not react Bark naughtily Happy Bark Bapipily
Moves its tail
Unknown | Bark naughtily| Bark naughtily Bark naughtily P . ?
Voice ? ?
P 9
Known Voice | Happy Bark Happy Bark - Bark happily 'l
-’?? Moves its tail ???
Master Voice | Bark happily | Bark happily o 2 Bark happily
Moves its tail | Moves its tail ??? ???, Moves its tail
®
Figure 11 How to the AIBO can react according to what it kars and sees
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In case of contradictory information, the dog can express its danbtsemain on its uncertainties.
But for audio and image identification some variables measiueedistance between each subject
and therefore provide an estimation for a successful idattdn or not. For instance if the distance
of a tested voice’s subject is very high with the basedevsibjects, whereas the face of the same
subject is very close to a person of the database, theorgy is given to face recognition’s output.
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Chapter 4 Implementation

4.1 Choice of a framework

Choosing an OPEN-R SDK development environment could be motivatée lolgsire of
programming some code that works on the AIBO, providing full autoreomdyindependency from
an external computer. But this does not really fit with #gpiirements of this project. Due to the
original software for audio/face recognition implemented withTMAB, an auxiliary computer is
required to control the AIBO. The Tekkotsu and Urbi framewarksmore adapted for this purpose
and are made to facilitate remote commands on the AlB@&x i why we will focus on these two
ones only.
An AIBO interface developed by researchers of the MMI Diepant is available to command the
AIBO wirelessly. It is capable of ensuring tasks as senciimgmands to the AIBO and reading
sensor data from it.
The following abstractions made were:

- Sensor groups (GetStatus)

- Motion control (DoAction)

- Services (audui/video) (Send/Receive)
[14]
This interface is built on top of URBI and Tekkotsu framewohksddition the interface hides from
the user if URBI or Tekkotsu, or any other object, is usedeaator to OPEN-R objects i.e.
OvirtualRobotComm and/or OvirtualRobotAudioComm.

4.2 Client/server architecture

A client/server architecture involves client processesiesting service from server processes. URBI
an Tekkotsu are typically client/server architecture bé&sedeworks. It will be made use of two
ranges of inter-process communication: between the remote coroleré and the URBI/Tekkotsu
servers onboard, and between this same server and the RBBj&ets.

A client/server architecture involves client processegsiesting service from server processes. URBI
an Tekkotsu are typically client/server architecture basedeworks. It will be made use of two
ranges of inter-process communication: between the remote caorojient and the URBI/Tekkotsu
servers onboard, and between this same server and the RBBjdets.

In the case of an onboard client, the client is also @NBR object (containing doinit(),

dostart(), etc.) that runs along in the OPEN-System and sezsismges to the URBI server.
Messages are sent via a TCP/IP connection in case &feanad client (computer). Communication
can be made via telnet over defined ports (59000 for Tekkoteerse54000 for URBI server) or
other ports created by the user.

However an automatic process is required in the projdataties available in the Urbi and

Tekkotsu package are very useful because they make it passiiiap the TCP/IP sending job in
functions written in C/C++ and manage the communication precgsmatically.
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TCP/IP
<+—»( URBI/Tekkotsu

AIBO
physical

| C++ Interfaci |

Anothel
object

OVirtualRobotAudio
Comm

Figure 12 Place of the interface

4.3 An AudioFaceRecognition GUI

One practical question is to know how the user will managAtB® remotely since it can not start
to behave without some initiatives from the user. The robot reasive a message in order to
switch into one specific mode, that is to say teslegyning, managing only face or speech
recognition, or both of them.

A GUI previously built and used by Zhenke Yang for some expergeon the AIBO was reused
and adapted to the requirements of the projects. It is exaetly a C programmed interface in
which each button refers to a given C program. It is morgoessible to include some URBI or
Tekkotsu routines by providing the right headers corresponding tattidilbraries. Its adaptation
was all the more immediate that its design is flexible @ehed.

Thanks to the GUI, routines are processed not only automatizélpiso depending on the user’'s
intentions.
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Wl AudioFace Recognition . =]

File:

Learn Someone |

Face Fec |
AudioFace Rec |

Camera |

|Ready | | 4

Figure 13 Design of the GUI

In addition of the existing button “camera” which displaysriietime camera stream-with
nonetheless a low rate level, four other buttons have beeedafeathis project: Learn Someone,
Sound Rec, Face Rec and AudioFace Rec. To have a completiewvafrwhat they account for
see paragraph 4.5.5.

4.4 Merging MATLAB and C/C++ programs

As known, the subject of the current project takes itswide some work carried out with face
identification and Eigenfaces method. The programs had bea@ndd in MATLAB which is not
proper to get along with the AIBO’s classic programmingestyhe programmer had to keep in
mind that some conversions should have been made somehow. Antigkesaktion was to rewrite
those scripts in C/C++. But first due to the short tinté&ritauted” to this project,it was safer to keep
MATLAB sources. In addition, including MATLAB capabilitie®old open a new way of working
for further research projects with the AIBO.

Merging MATLAB and C/C++ is accomplished by compiling autanaly MATLAB files into C
files via the MATLAB compiler. It generates entire stamolha applications and elements usable in
a C environment, with no longer needing MATLAB software. Nb&a compiling a M-file calling
other M-files will generate also these depending filageNinally that for strange reasons C files
compiled with mcc can not be assigned of arguments,jitagarks with pure MATLAB functions.
This statement concerns MATLAB functions called by any otinéite. Even if there must be a
solution to that, the problem was by-passed by creating &ileewhich welcomes the input values
of future compiled- MATLAB files.
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4.5 Implemented Functions

The implementation approach adopted during the project was incadnibat is to say a first
working model was expected in a short deadline and some othéphailities were added on top so
that the initial model was steadily improved. This assumesiing between implementing and
testing what was programmed, regularly.

Concretely, the primordial aspect to work on was linking #fleoinvolved elements for the final
process, namely Open-R, Tekkotsu, Urbi, MATLAB, ensuring a goathmunicational background
and passing data fast and efficiently. In a second timeutd consist in focusing on the sound and
image processing themselves.

Notwithstanding this part will not follow the chronological evabatiof the incremental
implementation made but will rather take the way revénskeed in the “latter” case things are
defined with a certain intention but their content are implated later. Typically the four functions
of the GUI are set with the aim at executing some dmatethis one is implemented further. Hence it
is easier to describe implementation in the other wayral.

All sound and face source codes have been written in MATIaABuage and first run in a
MATLAB environment. When having been sure they work —not in terhperformances but of
absence of errors, they are compiled via mcc into G.filmly those which depend on any other M-
file are compiled manually (see the previous paragraph).

4.5.1 Sound

Referring to the conception part, two different techniqueshead thought to apply sound
recognition with the AIBO.

The first one is rather empiric but deserves to givesaitiea of speech recognition with the AIBO.
Some voice samples were recorded among a group of five perswesthieless, several attempts
were made on a same person and revealed a strong vamatiengosition of the predominant-
frequency region, even in similar environment situations, ugiitg the same intonation of voice
and pronouncing the word “AIBO”.

Some improvement occurred when speech time was strefonéastance by pronouncing the
utterance “Hello AIBO, come here”. This is understandabsmifar “that/as” a long expression
provides more information on someone’s voice than a simple word.

But the method reveals clearly text-dependent: performdaltélsrough for different sentences said
by all the tested people’s voices, or even distinctive ations.

The second method called Mel-Frequency Cepstrum Coefficient€QYIIs a more elaborated and
conceptual method. The huge difference with the previous ond is ifhased on the known
variation of the human ear’s critical bandwidths with freqyetiaus perception is more resistant to
parasites and variations. To illustrate MFCC contribution sgeech analysis a comparison
between a non-treated sample and a mel-frequency samptais snFigure 14:
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Figure 14 Impact of the MFCC technigue on a spectrum

OnFigure 14the first frame represents the sample without any treatoyeMi~FC, the second one
is the MFFC transformed one.

Here is detailed the implementation phases for sound reaogmitih MFCC. These ones closely
follow the steps defined in Chapter 3.

Preprocessing and FFT

First of all a matrix M is created to collect all ihemes blocks extracted fom the original sample. A
matrix of dimension 256x129 is eventually obtained. Each coluntams the values inside of a
specific block. Secondly, a Hamming window is applied on &éfmtk, and finally a FFT. The FFT
output values are taken an converted into absolute values tspheydd. A logarithmic scale is used
to display the power spectrum; such a scale is useful tadpne spectrum and better visualize it.

Mel-Frequency Scaling
Afterwards, a filter bank is applied on the spectrum atingrso as to transform in into a close
representation of the human ear perception. This phase al@gdeby reusing a function designed

and released from [13], whose namenébfb. At the end a 20-dimensioned acoustic vector is output.

Note that preprocessing, FFT and Mel-Frequency Scaling damped byMFCC function.

Clustering the training vectors

vglbg is in charge of training a VQ codebook using the LGB aligorimentioned in Chapter 3.
disteu was also distributed by [13] and aims at computing the peerizuclidean distances between
the codewords and training vectors.
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To have an idea of the acoustic space how it is moddlizénis way, here are two vectors from two
different persons displayed for two dimensions (for instanc8'ttzed the 8). Figure 15also
displays the VQ codebooks:
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Figure 15 Representation of two dimensions

In spite of a large common region shared by both sample points, [garts exclusively belong to
one of them and will hopefully contribute to a voice featurfferginciation.

Test phase

The program was tested over seven voices. At the begiitriiad been care of recording short
samples of a same utterance (“AIBO” to change...). Howeuéphthe test was unsuccessful. But
longer sounds make it significantly more efficient, in additidratever the utterance is.

An important is nonetheless to speak continuously to give ak mformation as possible.

A last of four seconds was decided because of a good compronisebeuantity of data and
speed calculation.

In this way, the rate of successful recognition can be estihed about 80%.

4.5.2 Face

In this part we will not focus on the Eigenfaces programj@ementation since it had already been
accomplished in a previous project [11]. On the contrary} sd&@ms necessary to highlight is how
the limitations of the developed Eigenfaces softwareawed, namely face detection and
readjustment of eyes position.
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Face detection

It was made use of OpenCV’s Library. To work with it, tagtics are possible:

-Track and extract the face directly from the video streathe AIBO’s camera. This option implies
however two restrictions: first the structure of video proditlg the AIBO is not the same as the one
handled by the OpenCYV library hence a conversion is required. Fadfes the video stream
received on the computer via the wireless connection is pfi@errate, which does not guarantee a
fast detection.

-Send a series of pictures from the AIBO’s camera to tharil apply the detection algorithm. This
option implies the challenge to cover the AIBO visual envireninby a limited (and few) number of
images, moreover the detection is tried on each piatiteast until a face is found. Somehow
slackening can also occur. But a decision has to be nmaldgirece the second option seems more
immediate it is will chosen.

A number of pictures has to be defined with the purposeiimizing the speed calculation (too
many ones will irrevocably slow down the detection execution)camdring the vision field of the
dog.

But perhaps should it be good to define the boarders of the visldnlfideed a dog will naturally
look towards him, in the front semi-circle. Furthermore a Souralifmtion already programmed on
te AIBO is reusable: it allows an horizontal research énptian of the AIBO’s head. So basically a
vertical scanning should be sufficient in this project: @bg turns its head horizontally towards a
speaker and then moves its head up and down to find thepmrdasg face.

After some tests on the AIBO it was deemed that threteingis were enough to detect someone.

Let us remind that detection consists until now in aiming afieite by drawing a rectangle around
it. But only what is inside of the rectangle is of intefesthe study.

A routine was consequently written to extract the conteitt thfe routine itself is written under
MATLAB. The program takes in arguments two values corresporiditgo opposite corner points
of the rectangle, output bgcedetect.c and let in the text file coord.txt. Then it extracts teet

Note that face detection algorithm is applied on jpg-formpietures, therefore pictures from the
AIBO-which are in RGB - need to be transformed in thisfat. The situation is the same when the
face is detected, the extracted rectangle requireseoppgersion for future treatments. That is what
the functionconvertjpg is made for.

heightl=pt2y-ptly;
width1l=pt2x-ptlx;
rl = zeros(heightl,widthl,1);

for i = ptly:pt2y-1
for j = ptlx: pt2x-1

r1(i-(ptly-1),j-(pt1x-1),1) = s((((i-1)*208)+j)*3)/ 255:
r1(i-(ptly-1),j-(pt1x-1),3) = s((((i-1)*208)+j)*3+1 )/255;
r1(i-(ptly-1),j-(pt1x-1),2) = s((((i-1)*208)+j)*3+2 )/255;

end
end

imwrite(r1,filejpg2,'jpg);

where ptlx, ptly, pt2x, pt2y ar the coordinates taken in coqrdltid the RGB image matrix
received from the AIBO, s is the matrix of the new imafjface extracted and converted in jpg.
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When a centered face is obtained the picture still neduks tesized to normalized and fix
dimensions. After some experiments, 130x130 was chosen for tlegarkithage’s dimensions

A function had been written before in the framework of thgeRiaces project and was reused in this
context with the new value of the final dimensions.

Another parameter to pass for resizing is the final pgsgion.

Either we assume eyes correspond to an approximate position thihiectangle or we apply a
second detection-dedicated to eyes.

In the first option it is assumed than eyes are locasefdllows:

Left eye: (Ya* Height ,%4* Width )
Right eye: (/a* Height , %2 * Width)

where the origin axis is the top-left corner of the frame.

The result of all the steps described above are illestnaith a series of chronological photos in
Figure 16

Figure 16 Steps of face extraction

Eye Detection

The alternative solution to automatic eye-position resizing fi;d exactly where the eyes are
situated. In the same logic as face detection, let uarusge detector. But unlike the “former/latter”
case, there is officially no existing eye detector, whigans it would have to be set up by our own.
As introduced in Chapter 3, it is not worth reconsideringrtide@mentation itself of detection, the
only part to change is th samples on which the classifggngrated. That assumes a huge amount
of photos of non-faces and faces must be gathered. Moreoveetiieeordinates have to be
specified for each image of face.

Following these requirements, it was made use of BiolD Da&ali®] containing more than 1,500
thousands of faces in addition of 2,000 pictures of non-faces foemdh®/Internet.

OpenCYV includes a haartraining application that createddhsifier from the samples gathered.
The classifier is then stored in an XML file.

After having followed the usage scheme (by training thesdiar a very reasonable number of 25
times), an eye classifier is obtained, whose size isl6FKr information, all the classifiers released
by OpenCV have a size of more than 1 Mb. Consequently evkrgetting more than three
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thousand samples the classifier is very weak. This lgadvgas confirmed during the test evaluation.
Only sometimes the detection was relevant, otherwidid ot find anything nor find a non-eye.
The solution was to add more samples but the only thing we doulvas to increase the number of
negative samples because we do not have in possession ogosarf@les with eye coordinates. But
the maximal size of xml file reachable was 99Kb.

However a short look on the forum of OpenCV showed that someregearchers achieved some
robust eye detection, especially one classifier deli/byea member of the OpenCV community
works pretty well on pictures even on medium resolution. FBOApictures results are more
mitigated, but generally at least one eye is detegtesh the face is at a distance below one meter.
The eyedetect application calls this new classifier and contains moremesitimplemented to take in
charge different situations:

-if two eyes are found, the centres’ coordinates of the tarods that localize the eyes are picked up
and submitted to the resizing program (via the text file Cogrdig).

-if only one eye is found the other eye’s position is deductesbyming a symmetry of the face.

-if no eye is found the automatic resizing seen beforppbeal.

Moreover, eye detection is actually processed on half gfitttere because the eye detector usually
confuses eyes with other features of the lower face patthe nose, the mouth and the chin. A
practical example describes some results:

Figure 17 Steps of eye detection

In practise in about only 50% of cases one eye is at leasivdistl. The limit between achievement
and failure is a question of distance to the AIBO. Morean when eyes are found, the frame
drawn is not exactly centred on the eye, which the frameecdoes not match the eye centre.
Eventually this additional eye detection was dropped, becausetteo eye classifier was available.
But the advantage of the implementation made enables to omgelize classifier and try again,
without changing the codes: if someone manages to find or ereddssifier sufficiently powerful

for the AIBO camera, he merely replaces it.

4.5.3 AudioFace Fusion
AudioFace Fusion accounts for the gathering of two sub-progeud® recognition and face

recognition to keep modularity in our implementation desigadutition, one of them can be tested
regardless the other ones. Therefore there are thresedeaitated to recognition.
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There is a distinction in our implementation between whaailed Recognition (see tRec m-

files) and Interpretation (see th&erpret m-files). This split concerns scripts for sound, face, and
fusion between sound and face. In other words, each of tireseaspects is separated on one hand
in a pure execution of the recognition algorithm and on the bt an interpretation designed by
the user related to how the AIBO should interpret and reactrding to the results of recognition.
The point of adopting such a model is that it is modular andetsspenatural scheme in any
perceptive system: first it receives a stimulationdbg analyzes and finds out the identity for the
stimulation’s origin, then it interprets how to consider it hod to react properly.

The techniques for recognition presented just before belohg first class. For the fusing part, the
only thing done consisted in gathering all the output from both Sounfhesmdecognition

programs.

Then interpretation is processed.

4.5.4 Interpretation

Each perceptive entity contains an interpretation pgtrglbne when merging them.

In the case of a unique way of perception decisions are hyaidding into consideration the nature
of the input stimulus and the background (memory, current mood) ofhfexslA specific face is
identified, no matter if it is known or not, but the way ileemed -and the following reaction- is a
different thing. That is why a reaction must be attributeglsich case of recognition. This attribution
can be arbitrary or depend on other parameters. Typi€#ilg dog is currently in an aggressive
mood, its set of reactions will be globally modified.

The current implementation starts a bit with this paraneetinterpretation approach (see 4.5.7
Parametering recognition). It is not related to the sulg@ctod but its memory: it classifies among
the known persons those who are its masters and the ones who dieerefore judgment will be
different.

The interpretation’s output is basically a figure (to gebfiendless descriptive denominations)
which represents a specific behaviour of the robot. Becawséok of time, this part has not been
developed. So what is currently available is two sound motigmessing happiness and
aggressivity. Compared the huge number of figures (possildigaes) to the poor one of motions,
figures refer most of the time to the same motion.

Here is a demonstration of sound interpretation and how informatjmassed to make the AIBO
act:
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function [answer]=AudioRec_Interpret()

%answer=1-> the sound is unknown
%answer=2-> the sound is known but is not from its master
%answer=3-> the sound is from its master

[val,dist2average]=AudioRec;
[res_pic,thrl,thr2,thr3,master_vec,marginl,margin2] =parameters;

if (val==0)
%...It does not recognize a known sound
answer=1,;
else
nb_master=0;
for i=1:length(master_vec)
if (val==master_vec(i))
nb_master=nb_master+1;
end
end
if (nb_master==0)
%...He/she is not its master(Bite!)
answer=2;
else
%...He/she is its master
answer=3;
end
end

answer=numz2str(answer);

The (previous) functioAudioRec _Interpret outputs a figure in the variabdémswer to specify the
behaviour to adopt. This figure is reused\imlioRec test.c to indicate the behaviour to get:

static char * number;

static char * answer1l;
answerl= (char*)getanswerl();
number="3";

if(answerl1[0]=="3")
{

behavior->GoodReaction();
else if(answerl[0]=="2")

behavior->NaughtyReaction();
behavior->GoodReaction();

}

else

{

behavior->NaughtyReaction();

}
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Interpretation should be introduced differently however for tiseoh of sound and image. Of course
the elements discussed previously are still true but aréquesi on top of a preliminary phase:
solving possible disagreements between speech and fatéddaan.

Two functions were written to provide a single output from temwflicted inputsmakechoice and
makechoice2. the first one displayed below, the second ones followsatine structure:

function [ans]=makechoice(dist2average,Eproj,thrl,t hr2,marginl)

estim_audiorec=abs(thr1-dist2average)/thrl;
estim_facerec=abs(thr2-Eproj)/thr2;
estim_audiorec=estim_audiorec+marginl;

if(estim_audiorec>estim_facerec)
ans=0;

else
ans=1;

end

makechoice intends to give a priority between the statement thattface (or not) and the
statement that it is a known (or unknown) sound.

Then,makechoice2 intends to give a priority between the statement thattknown (or unknown)
face and the statement that it is a known (or unknown) sound.

4.5.5 GUI Functions

These functions have the particularities to gather and ecendli the parts of the previous
implementation.

Learn someone

Is dedicated to voice and face’s learning of someone. tgathers data for further tests. In practise
it first records a sound sample of four seconds before takieges ®f pictures to be saved
automatically in a database later useful for the Eigesfalgorithm.

Sound Rec
Records a four second-sample through the AIBO stereo microphongsaagsecond step submits it
to sound analysis. Also handles the AIBO reaction.

ThreadArg* data;

data = (ThreadArg *) threadarg;
tudAIBOlInterface* pMyAIBO = data->AIBO();
tudAIBOSound sound;
sound.SetDuration(4000);
pMyAIBO->Receive(eMicro, &sound);
sound.WriteWav("./test/test.wav");

Face Rec
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Intends to detect a face by scanning its vertical viseld fivith its moving head while taking
continuously pictures. Then, passes them to the face detaatioii necessary to face recognition
(in case of an existing face). Also handles the AIBOtreac

ThreadArg* data;
data = (ThreadArg *) threadarg;
tudAlBOlInterface* pMyAIBO = data->AIBO();
char * filenamel;
filenamel = "Picturel";
tudAIBOImage picturel,;
pMyAIBO->Receive(eCamera, &picturel);
if (0 != strlen(filename1l))
{

TRACE("Writing data to file");

FILE *fp;

fp = fopen(filenamel, "w");

if (fp)

fwrite(picturel.GetData(), 1,
picturel.GetSize(), fp);
fclose(fp);
}

AudioFace Rec
Mixes the last two functions, first Sound Rec and then Face Re

Note that unlike a real animal, ears and eyes do not pigkfapnation from the outside
simultaneously. Both perceptive processes use the commofrdirtawork thanks to some routines
of it, Receive() for sound in one hand and Receive() for énraghe other hand, consequently they
are bound to share time space.

4.5.6 Parametering recognition

Parameters for recognition can be set and changed in gararné. The point of it is that it

provides a central nd top control point to lead and adapt recognitioreover without needing to
recompile systematically the m-files. Each m-file ilatien with recognition have these values at
their disposal.

Here is an example. The text file actually only conteewalues, without the comments. These are
displayed for this report only.
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30: res_pic

length(the width is the same) of the resized pictur
0.3: thrl

threshold of sound. Below it the sound is considere
30: thr2

threshold of face. Below it the face is considered
16: thr3

threshold of face. Below it the face is considered

[1 2]: master_vec

vector containing the figures in the database of th
0.2: marginl

margin give an advance to sound compared to face (i
test)

0.2: marain2

e
d as unknown
as a face

as a known face
e master(s)

n the face-nonface
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Chapter 5 Results

Some tests were realized to measure in which degrdmaheesult matched the system
specifications.

First of all, sound identification works pretty well. Considerindatabase of five speech samples
recorded from different persons, tests reveal that the ssicate is situated at about 80%. These
tests cover the situations where the tested subjaokisown or known (registered in the database).
But one fundamental point is the quality of the referenced-soundse Timgst be long (a last of 4
seconds was chosen), and provide a good description of someone’shaxiacteristics. Indeed, it
was noticed that when a sample from the database is ploen, tive utterance is not pronounced
loud then tests are of lower quality. Moreover it was fourtditat noise conditions must be close
between the creation of the database and the test sessimatter how high is the noise level
(under a certain level of course).

Finally the situation where nobody speaks, in other words spkstebtion, has not been treated. At
least it was submitted to test, but always gave absauksemost of the time silence is assimilated
to a known person. Actually, this phenomenom appears because sideresponds to a frequency
floor with no significantly dominant components, so in th& @dnensioned sound space modelled
with MFCC technique “clusters” are localized around the ceffitre distance between the sample of
silence and the average of the registered voicdegs.c

For face identification, detection works well as welleevf the method of taking a series of pictures
reveal a bit long and fastidious. The algorithm seems wanyst and do not suffer from the low
resolution of the camera. Sometimes the AIBO skips theffacn on picture to the other. This
means a short part of the face was out of the camera fifemremove the problem the number of
pictures should be increased, but the time for detectioreitretched.

Afterwards, the program with Eigenfaces was tried by diogra set of faces from five people. First
of all the volunteers were tested —not on purpose- in diffegntsliconditions, and results were not
satisfying. However with a constant light level performareme much better. Note however that
only five people’s face are utilized. Face recognition seeore exigent than sound one, and suffers
from the camera resolution. We can hardly afford a huge dsgtddgecause confusions would
increase critically.

Finally, because of the time limitations, the softwaes not combined with the sound localization
program. Hence the AIBO is only looking straight ahead (andeirvértical plan) to check
someone’s presence and identity. Nevertheless speech temogan be processed regardless the
location of the speaker.
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Chapter 6 Conclusion and Recommendations

6.1 Conclusion

In the final state of the project, a software dedicatezpeech and face recognition within the AIBO
was obtained. The recognition task is delegated to a eecootputer via a wireless LAN. It is
possible to make the dog learn new people -withddren mode, and give them a status (currently
unknown person, familiar person or master). The AIBO then uskratvledge to react properly
when meeting a new person. The attitudes of the dog are caffigult is obvious that the more the
dog knows people and the less its answers are correct, hdvedees ten people registered results
are satisfying.

6.2 Recommendations
In this part some prospects are suggested for future work.

AIBO expressions

AIBO expressions is a part which was not so developed iprtject. The robot under-use the
possibilities of the interpretation program and cover albsibns with merely two kinds of
expressions (happy bark and grumble). Work can be done on AIBO mtatiorake it react with
more accuracy and complexity in its expressions.

Eye detector

As mentioned in the implantation part, the eye detectorimelsvant, first because if the face is far
more than 20 cm from the camera, eyes are skipped, secmausbeeven with an achieved detection
the selective frame is not properly centred on the eye eMemperformances deeply depend on the
classifier used, and replacing the current one by a betestwuld solve the problem
instantaneously.

Run-time video detection

A discussable point in face detection was what is mdigezft in terms of fastness between
applying te algorithm over a video stream or a seriesatit gtictures. The second option was
decided but without any comparison with the other one. What vibeuidteresting is to convert the
video image structure from the AIBO into the one handled bgdection algorithm so as to
control the existence of faces from the AIBO cam.

Sound localisation

The current developed software do not allow the AIBO to intevéth the entire 3D environment
but only with the front plan. Like a real dog, the AIBO shoula its head towards someone if it
hears his/her voice (and then pass to identification part).

Environment variations

Taking pictures in different light conditions tend to harm tedgrmances and therefore should be
taken in consideration somehow. A possible strategy is to thakdatabase richer by adding
pictures of a same person with different lighting degrees.
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Chapter 7 Glossary
MFCC: Mel Frequency Cepstrum Coefficients. One of the most pomadinod in the field of
speech recognition research.
mcc: MATLAB Compiler. Converts MATLAB programs into self-contashapplications and
software components. Applications and components created wi@othpiler do not require
MATLAB to run.

Recognition: Process of finding out some characteristics of an entity.

Detection: Process of finding out the existence of an entity in aicddaation.
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Appendix A

AIBO specifications

* CPU 64-bit RISC Processor

* CPU clock speedb76 MHz

* RAM 64 MB

¢ Program media

o Dedicated AIBO robot "Memory Stick™" media

* Moveable parts(Total 20 degrees of freedom)

0 Head - 3 DOF

0 Mouth - 1 DOF

0 Legs -3 DOF x 4 (legs)

0 Ears -1 DOF x 2 (ears)

o Tail - 2 DOF

* Input section

o Charging contacts

« Setting switches

0 Volume control switch

0 Wireless LAN switch

* Image input 350.000-pixel CMOS image sensor

¢ Audio input Stereo microphones

» Audio output Speaker 20.8mm, 500mwW

* Integrated sensors

o Infrared distance sensors x 2

0 Acceleration sensor

o0 Vibration sensor

* Input sensors

0 Head sensor

0 Back sensor

o Chin sensor

o Paw sensors (* 4)

e Power consumptionApprox. 7 W (in standard mode)

e Operating time Approx. 1,5 hours (with fully charged ERA-7B1, in standi
mode)

« DimensionsApprox. 180 (w) x 278 (h) x 319 (d) mm

» Weight Approx. 1.65 kg (including battery pack and "Memory Stick™"
media)

« Wireless LAN function Wireless LAN module (Wi-Fi certified) Internal
standard compatibility: IEEE 802.11b/IEEE 802.11 Frequency bani2z4
Wireless channels: 1 — 11 Modulation : DS-SS (IEEE 802. dmphkant)
Encryption : WEP 64 (40 bits), WEP 128 (104 bits)

ard

Mickaél Thouzery

39/39



