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Abstract

Aggression and violence can be used in a very broad way in our daily life. If you
pick up a newspaper or watch the evening news, there is always some instance of
aggression. The impact of any form of aggression can vary from simple pain to
great depression. To cope with aggression detection in an automated way there
are some technical challenges that can vary from human and group tracking,
speech /audio recognition, facial recognition to behavior recognition. The main
challenge for this thesis is to put all the objects and concepts in our domain in
the right context of each other. A first step is to model the train environment
domain. To cope with the task of detecting aggression in trains the Dutch Rail-
ways (Nederlandse Spoorwegen, NS) and the Man-Machine Interaction Group at
the Delft University of Technology are working together on this project.

The main challenge for this thesis is to put the main objects and concepts in our
domain in the right context of each other. An information system that is capable
of detecting aggression must first be aware of the objects in the environment, their
capabilities, and their relationships and perform automated semantic interpreta-
tion of events in the environment. This can be done by designing an aggression
ontology, which is the first task. Ontologies are computer-stored specifications of
concepts, properties, and relationships that are important for describing an area
of expertise(domain).

The next task is to design a Bayesian Network(BN). The choice for a Bayesian ap-
proach was such that we had to find an appropriate tool able to represent various
sources of uncertain information that describe our problem, and to join them into
an inference system. Our proposed Bayesian network will handle incoming data
from an annotating process using the concepts from the ontology. The output
will give a probability for the 5 aggression scenario classification (neutral, dam-
age, annoyance, danger and sickness). A case study on how real data(acquired
from actual footage shot in a train with actors), can be modeled in our Bayesian
Network and inferred with will be described and evaluated in this thesis.

Keywords: Ontology, Bayesian Network, Aggression detection.
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Chapter 1

Introduction

Human aggression detection has received attention from computer vision re-
searchers in recent years. This interest is motivated by a large number of real
world applications including video surveillance in train compartments in which a
constant routine observation of the scenes by human operators is required. Auto-
matic (or semi-automatic) activity recognition for video surveillance applications
can relieve such tediousness or improve its efficiency. Security people were al-
ways interested in a reliable and robust automated surveillance system to take
the place of the human operators monitoring the scene. The task in automatic
activity recognition for video surveillance applications is largely composed of 1)
detecting and tracking the moving regions, and 2) recognizing the type of mobile
objects and their activities. To cope with the task of detecting aggression in
trains the Dutch Railways (Nederlandse Spoorwegen, NS) and the Man-Machine
Interaction Group at the Delft University of Technology are working together on
this project.

Aggressive and violent behavior by one human being toward another is not a new
phenomenon. In train compartments some forms of aggression can be considered
typical. Passengers can be harassed, robbed, intimidated and/or hurt in any
other way. Aggressiveness and problematic behavior in public places can cause
great distress on the part of innocent bystanders, which can often lead to mental
and physical stress and even destruction of property. Where as different forms of
aggression are trivial to detect by humans, it’s not for computers. An automatic
system will need to recognize speech, behavior, body language as well as poten-
tially harmful objects. The system will also need to be able to track people and
groups of people traveling together.

The task for this thesis is a step towards an automated aggression detection sys-
tem. First we have to design an aggression ontology which will describe the
domain in detail. Ontologies are computer-stored specifications of concepts,
properties, and relationships that are important for describing an area of ex-
pertise(domain). The domain in this case is a train compartment which contain

concepts(entities) that can be related to each other via properties. A detailed de-
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scription of ontologies will be presented in a later chapter in this thesis. Next this
aggression ontology will be used as a basis to design a Bayesian Network(BN)
which will be capturing the uncertainty relations between the concepts in the
domain with the goal, given the relations and probability distributions, to pre-
dict the scenario in the train compartment(probability inference). A Bayesian
Network (BN) is a directed acyclic graph and we will see in chapter 6 fits the
basic structure of ontologies very well. Vertices(nodes)in the BN are considered

as concepts, and labeled edges as relations.

1.1 Relevance

The Dutch Railways(NS) are spending millions of euro’s every year on safety and
security of their passengers in trains and stations. From the annual report of
2006 [1] it can be seen(figure 1.1) that the percentage of customers giving a mark
7 or higher for safety has increased to 74%. And from the 2007 half year report
that amount has increased to 76%. Not the least to note that the number of
commuters using the trains has increased with 5% in 2006 while still maintain-
ing good security in and around the trains. To further increase safety different
innovative methods, like the project with the Delft University of Technology to

design an intelligent system to detect aggression are tested.

Sociale veiligheid
% rapportcijfer 7 of hoger

75% 74%
%

T0%

65%

B0%
2005 2006 2006 2006 2006 2006
totaal Tekwartaal 2e kwartaal 3e kwartaal de kwartaal totaal

% per kwartaal
% gemiddeld per jaar

Figure 1.1: Safety mark given by customers|1].

Such a system has several advantages in both social and economical ways. The

bombings on metro and train station in London and Madrid in the past years,
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made the need for such a surveillance system take flight. This was also necessary
for the commuters to feel safe again when going to work or school using public
transport. Sensors generate a lot of data, so to monitor for example all train
camera’s in the country will require a lot of manpower which is expensive. With

an automated system this will be significantly cheaper to achieve.

To be able to detect aggression in an automated way and favorably real-time
we can spare commuters a lot of pain and grief. To cope with the security of
people we see more projects on aggression detecting starting up. Some only use
single modalities, like sound or video, but the project at the Delft University of
Technology wants to investigate the fusion between video and audio data and

analyze the features that contribute to aggression.

1.2 Problem Definition

Aggression and violence can be used in a very broad way in our daily life. If you
pick up a newspaper or watch the evening news, there is always some instance
of aggression. The impact of any form of aggression can vary from simple pain
to great depression. To cope with this, automated aggression detection has to
overcome some technical challenges that can vary from human and group tracking,
speech/audio recognition, facial recognition to behavior recognition. The main
challenge for this thesis is to put all the objects and concepts in the problem
domain in the right context of each other. The idea is that an information system
that is capable of detecting aggression must first be aware of the objects in the
environment, their capabilities, and their relationships and perform automated
semantic interpretation of events in the environment. However some questions
that needed to be covered first:

1. Which scenarios can occur in a train compartment?

2. Which of these scenarios can be considered as a threat of the safety in a

train? And how can we quantify this?
3. Which concepts in a train compartment do we need to model?
4. What features of people in a train compartment are important?

5. How can we combine these features and concepts in a train compartment

to evaluate the scenario?

1.3 Goals

The first goal for this thesis is to design an aggression ontology which will
model the concepts in a train compartment and the interrelations between

concepts. The question may rise why an aggression ontology is needed for
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aggression detection. The answer to this question can be given in two ways.
Firstly to detect aggression is it not enough to know ”what happened” (e.g to
detect situations in the train). Events of the objects in a train environment
need to be placed in a proper context and in proper relation to each other. This
implies that we need to know the causal relation and correlations about the
objects in relation to how an event happened. If an event took place we need to
know the impact it has(aggression). This is only possible if we reason about the
concepts in the aggression domain. Thus it is important to design an aggression
ontology. A second reason for an ontology is that we have collected data of
aggressive situations in the train environment. For various reasons it is
necessary to annotate the data to make the semantics explicit. However,
different annotators might use different vocabularies to annotate. An
ontology-based annotation approach, in which an aggression ontology is used so
that the concepts and their relationships are formally defined will allow
annotators to use the same vocabulary to annotate the data, and reasoning
systems driven by the ontology will be able to process the data with greater
precision. In other words, the process of creating recognition systems for
high-level analysis of surveillance data can be largely automated, provided
sufficient quantities of ground truth data which has been annotated with
descriptors from the desired analysis specification are available. Such a
specification may usefully be regarded as an ontology which provides a prior
description of the application domain in terms of those entities, states, events
and relationships which are deemed to be of interest. The hierarchical
organization and relational constraints imposed by such an ontology may then

be used to guide the design of a complete aggression analysis system.

This ontology will be modelled using the Ontology Web Language(OWL). The
second goal is then to transform the designed ontology to create a Bayesian
Network(BN) which will incorporate the different uncertainty levels of the
concepts in the train. The BN could be used to compare the conclusion of
sample data with the reality. There is audio and video data available from
actors performing different aggression scenarios in the train. An annotation tool
was implemented by Ismail[32] to a help the annotation process and guide an
annotator through the annotation process. During the annotation process the
annotator can note the presence of (pre-defined) features, the occurrence of
events, and the existence of relationship between entities. There is data(audio
and video) available, where we had actors play different scenarios in a real train
environment.The data from this footage, could be properly annotated using this

tool and the aggression ontology designed in this thesis.
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1.4 Approach

In this thesis we try to achieve a better understanding of a complex problem.
We develop the understanding by analyzing the context of the problem and
comparing it with problems and solutions in related areas. To start off, a
literature survey was done on the background of aggression, what ontologies are,
how they can be used and ontology design. This included techniques used in
related projects. We also assess previous research done within the Man-Machine

Interaction(MMI) group, including report of interviews with experts.

Secondly a questionnaire(see Appendix B) was done on commuters using the
trains daily to get a idea of which type of situations that can occur in a train
they feel are threatening and which are not so threatening or neutral. The
usage of the resulting data could be handy to categorize the different situations
in the train. This survey was done as to gain some extra information about how
commuters perceive certain situations as they happen in a train. Question
about situations that can occur in trains were asked with a oridnal scale from 1

to 5 on how they would rate the occurring situation.

Third phase was to design the aggression ontology. Our first step was to define
a proposed ontology approach. As mentioned before, an ontology provides
consistent and unambiguous data definitions and relationships. To launch our
ontology development effort, we researched relevant ontology and OWL efforts
to help us in our approach. Also we researched several methods and tools to

design ontologies using the Ontology Web Language(OWL).

The last phase is to convert the designed aggression ontology into a Bayesian
Network(BN). The choice for a Bayesian approach was that we had to find an
appropriate tool able to represent various sources of uncertain information that
describe our problem, and to join them into an inference system. This tool
should be able to represent a degree of uncertainty, i.e. the probability of the
objects or events, and relations that exists between these objects, and events.
In probability reasoning, random variables are used to represent event and/or
objects in the world. Bayesian Networks bring the most appropriate
representation of relative influences among real world facts. A case study will
also be done on how real data(acquired from actual footage shot in a train with

actors), can be modeled in our Bayesian Network.

1.5 Thesis Structure

The first chapter mainly gives an introduction to the work done for this thesis
and the relevance for the work in general. Also the problem definition is given
followed by the goals and the approach. In Chapter 2 we will give a brief
background information about the work done in the literature survey about the

human aggression and the different types of aggressions known from literature.
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In Chapter 3 we will give a broad introduction of what ontologies are, how
they can be used, tools that are available as well as the different ontology
languages that are available. Discussion about ontology reasoning in general
will be covered also in this chapter. In Chapter 4 we will discuss the design of
the aggression ontology as well as the concepts, properties and relationships.
Chapter 5 will present the necessary background theory about Bayesian
Networks(BN) in order to understand the design of the BN presented in chapter
6. Also an overview of tools used to achieve this will be covered. In Chapter 6
a Bayesian Network will be designed with the aggression ontology as the basis.
Chapter 7 will be a case study done with actual data to illustrate how our
Bayesian Network can be used on it. Chapter 8 will give a brief overview and
concludes this thesis with recommendations that can be researched or developed

further in future work on this project.



Chapter 2
Theory of Aggression

This chapter gives background information about the core of human aggression

and the types of aggression known.

2.1 Human Aggression as a research topic

Nowadays it is virtually impossible to pick up a daily newspaper, browse
through a popular magazine, or even tune in to the evening news without
learning of the occurrence of some instance of aggression or violence. Although
the majority of our interactions with other people do not involve aggression or
violence, such behaviors are the source of a great deal of physical pain and
psychological damage. In this chapter we will primarily focus on human
aggression. Since aggression by men and women seems to involve many factors
unique to human behavior (e.g., the desire for revenge, racial or ethnic prejudice
etc.), it seems reasonable to concentrate on this topic. Secondly, discussion
about aggression done from a social perspective. Aggression will be viewed as a
form of social behavior involving direct or indirect interaction between persons.
Aggression, in case of human beings, originates primarily from the words, deeds,
presence, and even appearance of other persons [21]. The difference between
physical and verbal aggression is obvious. A little less obvious is the distinction
between direct and indirect aggression. Indirect aggression is committed outside
the presence of the victim, where direct aggression is a face-to-face
confrontation with the victim. In a study [5]about the gender that are involved
in the forms of aggression, we learn that females are more likely to engage in
indirect forms of aggression and males are more likely to engage in direct
physical aggression. Also evidence from the study show that both genders are
about equally likely to engage in verbal aggression. Example research groups
that study aggressive behavior in humans are in the fields of psychology and
biology. The psychological field tries to study the evolution of human aggression
over time, while the biological field studies the genetic inheritance from

ancestors. In the next sections we go deeper into different forms of aggression,
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also from different perspectives(e.g biological, psychological) and discuss what

can be learnt from the different fields.

2.2 Definition of Aggression

Few people would deny that aggression is a commonplace in the existing society
we live in. For some, such as those living in the Middle East, parts of Africa
and any maximum security prisons, aggression and violence are experienced
daily and in intensely personal ways. For others the phenomenon is known
mainly in indirect ways, such as through motion pictures and television.
Aggression, whether painful to life or ego, seems to be a real and important
part of the human condition. The broad way the word has been used, makes
the study of aggression difficult. Does it make sense to use the word
"aggression” to refer to not similar events such as fight during a basketball
match, quarrel in the train or bombing of a public place? Its usefulness is
limited by the numerous motives and forms of expression that characterizes
aggressive behavior. In our research we have come across many definitions of
"aggression’. One general definition giving by Buss [8]: Aggression is ’a response
that delivers noxious stimuli to another organism’. Many psychologists would
agree with this definition, but it is admitted that this definition may not cover
all examples and that it can be attacked on several points. There are many
variables in aggressive behavior that this definition does not cover. Simple
examples are the role of emotions in such aggressive actions or social-cognitive
judgements that occur before such actions. These are some points which the
basic definition of aggression can be attacked with. In another study, Berkowitz
[2] pointed out that one of the problems in defining aggression is that in the

English language the term is used to refer to a large variety of different actions.

When people describe someone as being aggressive, they might be
saying that he frequently attempts to hurt others, or that he is often
unfriendly or, in a quite different sense that he is typically very
forceful and tries to get his own way in this dealings with others, or
maybe that he is assertively stands up for his beliefs, or perhaps that

he usually attempts to solve the problems facing him.
This definition includes several key elements which are:

e Aggression is a behavior, not an attitude, motive, or emotion;
e An intention exists to cause harm to the victim;
e Some types of aversive consequences occur;

e The victim is a living being;
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e The victim is motivated to avoid harm.

Thus, in studying human aggressive behavior we are faced with the following
issue-how to define the basic concept in a meaningful and useful way. This will

be discussed in the following sections.

2.3 Types of Aggression

Attempts to understand human aggression at a generic level, as actions
intended to hurt someone, have been criticized as inadequate unless researchers
distinguish between different types of aggression and their distinctive
determinants and regulatory mechanisms [9]. Most people, when they hear the
word ’aggression’ they immediately think of the physical force - a harsh verbal
harassment, a fight, an attack with a weapon, or any other form of intense
action in the conflict between two people. According to the definition discussed
above aggression can be carried out in any behavior by an intent to harm
another person. Behaviors like damaging or destroying one’s property or
spreading nasty rumors about someone in order to destroy that person’s
reputation can also be seen as effective ways of aggressing against that person.
These are examples of indirect aggression where there isn’t a face-to-face

confrontation between the aggressor and the victim.

Discussions about aggression draw a series of divided distinctions between types
of aggression. The main pairs are affective versus instrumental, impulsive versus
premeditated, and proactive versus reactive. These pairs are typically conceived
in overlapping ways, leading to some confusion. Affective aggression [18], or
emotional [3] is usually conceived as impulsive, so thoughtless (that is,
unplanned), driven by anger, having the ultimately motive of harming the
target, occurring in reaction to some perceived provocation. Instrumental
aggression, in contrast, is usually conceived as a premeditated means of
obtaining some goal other then harming the victim, being proactive rather than
reactive, and resulting from cold calculation rather than hot affect. Impulsive
aggression is usually conceived as thoughtless (automatic, fast, and without
consideration of consequences), reactive, and affect laden. Premeditated
aggression, in contrast, is usually conceived as thoughtful (deliberative, slow,
and instrumental), proactive, affect-less. Proactive and reactive aggression are
frequently used interchangeable with instrumental and affective, but with
slightly different emphases. Proactive aggression is usually conceived as
occurring without provocation, is thoughtful, and has little or no affect.
Reactive aggression is a response to a prior provocation and usually is

accompanied by anger [16] [38].



10 Theory of Aggression

2.3.1 Instrumental Aggression

The two important characteristics of instrumental aggression are goal-directness
and planning. The instrumental aggressor acts to obtain a readily apparent goal
for example money. Examples of instrumental aggression include shooting a
police officer in the course of a bank robbery, stabbing a homeowner during a
burglary, and strangling a rape victim. Rape is almost always instrumental.
Instrumental aggression is initiated as a means to an end rather than as an act

of retaliation or self-defense.

Instrumental aggression, most of the times, are preceded by good planning or
preparation. However, in some cases instrumental aggression involves relatively
little planning, such as in the case of a criminal who engages in an opportunistic
offense (e.g., unexpected opportunity to rob someone that involves assaulting
the victim). In some cases, a subject may plan a robbery or burglary, and when
something goes wrong, engages in an act of aggression, such as shooting
someone in order to get away. Here in these cases it should be considered that
the subject’s plans include the possibility of violence, even if there was no

specific plan to shoot someone.

Instrumental aggression usually involves little or no provocation by the victim.
In some cases subjects may be ”provoked” into violence in the course of another
crime, e.g., a robbery victim who insults the subject or resists the robbery in

some way. These acts are still considered instrumental acts of aggression.

Instrumental aggressors are motivated by goals, not emotions. It follows that
their level of emotional arousal, especially anger, is relatively low or is
secondary to the act. Some instrumental aggressors try to calm themselves
prior to an offense through drug use or drinking. In extreme cases, instrumental
aggressors are not angry toward their victims and may have a cold,
”business-like” attitude about their behavior. Nevertheless, many less hardened
instrumental aggressors are nervous and highly aroused while committing a

crime, even though it is not their arousal which motivates their actions.

The term ”instrumental” should not be defined so broadly that it encompasses
all aggressive behavior simply because there is a definable goal or desired
outcome to the aggression, such as warding off an attacker or taking revenge on
someone. Aggressive behavior whose purpose is to defend against a threat or in
some way respond to provocation is defined as reactive/hostile aggression. If the
subject is engaged in some form of criminal activity, such as a drug deal,

associated violence is almost always instrumental.

2.3.2 Affective Aggression

Most of the times aggression is associated by strong negative emotional feelings

such as anger. Anger is usually aroused by some provocation. Anger is most
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often thought of as an intervening condition that instigates, and then guides,
affective aggressive behavior aimed primarily at injuring the provoking person.
It is accompanied by distinctive patterns of activity in the central and
autonomic nervous systems [34]. The idea that a flash of anger can inspire
retaliatory aggression is easy enough to grasp. Sometimes, however, retaliation
comes so long after provocation that we find it difficult to attribute the action
to anger, an emotion that is relatively short-lived for most people, even though
the retaliatory aspect of the anger is still apparent.Frijda[43] has commented on
the possible emotional state involved in this sort of delayed response affective
aggression. It has many of the properties of anger: it is a state of impulse, it
disposes the person to action, it is often accompanied by bodily arousal, it can
become a preoccupation that takes attention away from other matters. But it
differs from anger in other ways, one of which is the often extended duration
between provocation and response. Frijda [43] suggests that this condition is
not an emotion, but a complex cognitive state having close links to emotion.
Such a state may be labeled a ’sentiment’: the emotion of anger towards the
other person becomes in time transformed into the sentiment of hatred, which
outlives the original anger. Long-term feuds and grudges represent cases in
which people are aggressed against because they are hated, not because they

have done anything in particular to elicit anger in the aggressor.

2.3.3 Reactive Aggression

The two important characteristics of reactive/hostile aggression are reaction to
provocation and arousal of hostility. Aggressive behavior represents reactive
hostility to the extent that the aggressor reacts to perceived provocation or
threat by the victim. The provocation may include insults, threats of
aggression, or other acts that frustrate and anger the aggressor. The objective
of the aggressive act is to harm or injure the victim, in response to feelings of
hostility that may include a mixture of anger, resentment, fear, or other distress
aroused by the victim’s actions. Typically, there should be some form of
interpersonal conflict (argument, dispute, prior aggression) between aggressor
and victim. In many cases the aggressor and victim have a prior relationship as
relatives or acquaintances, but in other cases there is no prior relationship and

the parties are strangers to one another.

Reactive/hostile aggression can involve extended time-frames. For example, an
abused family member may plan an ambush to rid the family of the abuser.
The most recent episode of abuse could be long before the aggressive reaction.
The critical issue is that the reactive/hostile subject is reacting to an

interpersonal conflict that arouses hostility.

Many instrumental offenders may be angry at someone else, upset over a failed

relationship, lost job, etc. This provides a context for understanding the person,
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but it should not enter into the determination that a person engaged in
instrumental versus reactive/hostile violence. A person who sets out to rob a
bank is committing an instrumental act, regardless of any prior life stress. A
person who is embroiled in an intense interpersonal conflict with the victim will

commit a reactive/hostile violation.

2.4 Other Views of Human Aggression and

Treatment

If we are already taking a look at aggression, it is also good to have a look at
aggression from a biological and social point of view. Aggression is defined as
the delivery of a noxious stimulus to another person with the intent of harming
that person, in the expectation that the aversive stimulus will reach its
destination, and without the consent of the victim. In humans, aggression in
human beings takes one of two general forms: (a) angry, or affective; and (b)
instrumental. Numerous explanations for affective aggression have been
formulated. One, based on an evolutionary and biological viewpoint, is that
humans share with other animals certain genetically determined tendencies
towards aggressive behavior. Another, based on a behaviorist position,
emphasizes the acquisition of aggression through experience, conditioning and
learning. The two views are not mutually exclusive. Some aggressive behaviors
in humans have biological origins, just as some are learned through observation
of other people. Aggressive behavior, is shaped and developed through learning
processes. Both genetic inheritance and learned tendencies serve as predisposing
background conditions for aggression, which is a response to provoking

conditions in the persons environment.

Several intervention programs have been developed over the years to treat
overly aggressive individuals, but they have failed. Social-cognitive theories
claim that treatment of such individuals become increasingly less successful as
the individuals become older. A simplified explanation is that with increasing
life experiences ones interpretations of the social world is based on increasingly
well-rehearsed and accessible knowledge structures, which are very difficult to
change. However, treatments can have beneficial impact on juvenile offenders
with a tailored intervention program to fit the individual constellation of
contributing factors [41]. Treatments that have failed on juvenile offenders such
as boot camps, individual therapy, group therapy because they did not address
the range of factors that contribute to the developments and maintenance of
violent behavior. One approach that did work was the multisystematic therapy
by Borduin [6]. This approach basically identified all major factors contributing
to the delinquent and violent behaviors of the particular individual undergoing
the treatment. Once these factors are categorized an intervention is then

tailored to fit the group of contributing factors.
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Brain mechanisms and the activity of hormones have also been implicated in
human aggression as background factors. Elevated levels of testosterone have
been found to co-vary with aggressiveness in males by creating a heightened
disposition to aggress in response to suitable provocation. Some studies have
also shown that situations involving competitive and assertive behavior can lead
to elevated testosterone levels, suggesting that the relation between hormone
activity and aggression may be in part a reciprocal one. Both the limbic system
and the cerebral cortex are linked to aggression, the former as a primitive center
of emotional reactivity to provocation and the latter as a higher center
exercising cognitive controls over emotional responding. In particular,
dysfunction in the frontal-lobe region of the cortex is correlated with aggressive
behavior and mood. The activity of the neurotransmitter serotonin is involved
in aggression, in that relatively low levels of serotonin activity such as may be
induced through damage to the limbic system or inhibiting drugs are

associated with high levels of aggression.

The research field of aggression and human behavior is so broad that it’s
impossible to cover all aspects of aggression in this thesis. It’s also possible to
go in depth about the emergence of aggression between genders. Also biological
deficiencies that can cause aggressive behavior could have been discussed here.
Think about ADHD (attention-deficit hyper-activity disorder) or low levels of
the neurotransmitter serotonin 5-Hydroxytryptamine (5-HT) which are related
to heightened aggressiveness [31]. We tried to keep it brief and focused on the
types of aggression which are the most important aspects. Intervention and
other types of biological or gender differences are beyond the goal of research
but could be interesting. We think that the main (and probably the most
important) conclusions to be gotten from this discussion (in relation to this
project) is that emotions(affective aggression) and goals(instrumental

aggression) can play an important part in the detection of aggression.

2.5 Aggression in the Train

It costs the Dutch Railways(NS) per year millions of euros to execute measures
for prevention of aggression in their trains and especially known ”trouble”
routes. The first priority for the NS is to keep their conductor and other train
personnel safe. Then the safety of its passengers comes next. In the train
aggression can be towards the conductors in the form of swearing or fighting.
Also passengers can physically or mentally hurt other passengers with their
behavior. Another form of aggression is vandalism e.g. damaging the trains
interior, by painting, writing or breaking the seats, windows, tables and doors.
This form is very expensive for the NS. Also the misuse of the emergency brake
can be considered a form of vandalism. If any of the above forms occur in a

train at a given time then the train tables will be mixed up and delays are the
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results which costs the railway companies again millions of euros.

2.5.1 Aggression categorisation by the Dutch Railways

The Dutch Railways (Nederlandse Spoorwegen (NS)) has an incident

categorisation as defined in table 2.1.

Table 2.1: Incident categorisation used by the NS
Category Description

A Suspicious behavior

B Robbery and theft

C Violence

D Serious public inconveniences
E Small public inconveniences
F Vandalism

G Accident

H Fire

We will make a selection of the most important categories of aggression into our
ontology. For example serious and small public inconveniences we will cluster
them into annoyances. We won’t be taking Fire into consideration because that
is out of our scope and for the Dutch Railways it belongs to an incident and not
really to aggression. In chapter 4 we will discuss our categorisation as we see

best fit to model aggression in the train compartment domain.

2.6 Related Research

This part will give a brief overview of partly correlated studies about situation
awareness and a study about behavior recognition systems. This section is
meant to show some application areas for behavior recognition. Although it is
not the same as aggression detection, we can see some correlation between

behavior and aggression.

2.6.1 Behavior Recognition Systems

In any system that will have some form of a behavior recognition module there
will be some form of tracking module too, to follow certain movements of an
actor in the scene. Such a system has been proposed by Cupillard et.al [13]
where a behavior recognition module relies on a vision module composed of
three tasks: (a) motion detection and frame to frame tracking, (b) multiple
cameras combination and (c) long term tracking of individuals, groups of people
and crowd evolving in the scene. For each tracked actor, the behavior
recognition module performs three levels of reasoning: states, events and

scenarios. The vision module is composed of three tasks. First a motion
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detector and a frame to frame tracker generates a graph of mobile objects for
each calibrated camera. Second, a combination mechanism is performed to
combine the graphs computed for each camera into a global one. Third, this
global graph is used for long term tracking of individuals, groups of people and

crowd evolving in the scene (typically on hundreds of frames).

The motion detector and frame to frame tracker has 3 sub-tasks: detection of
mobile objects, extraction of features, classification of mobile objects. A list of
mobile objects is obtained at each frame. Once all mobile objects are extracted
for each camera they are added to a graph. All the graphs for each camera with

all mobile objects are now combined into a combined graph (see figure 2.1).
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Figure 2.1: All mobile object are combined into a graph.

An actor of a behavior is any scene object involved in the behavior, including
static objects (equipment, zones of interest), individuals, groups of people or
crowd. The entities needed to recognize behaviors correspond to different types

of concepts which are:

The states: a state describes a situation characterizing one or several actors
defined at time t (e.g. a group is agitated) or a stable situation defined over a
time interval. For the state: ”an individual stays close to the ticket vending

machine”, two actors are involved: an individual and a piece of equipment.

The events: an event is a change of states at two consecutive times (e.g. a

group enters a zone of interest).

The scenario: a scenario is a combination of states, events or sub scenarios.
Behaviors are specific scenarios (dependent on the application) defined by the
users. For example, to monitor train compartments some potential behaviors :

"Fighting” ”Screaming”, ” Vandalism” and ”Overcrowding”.

As described in [13] above described behavior recognition method used a
Bayesian Network to model the states, events and scenario methods. And as an
alternative instead of a Bayesian Network a AND/OR tree was used. The

following was concluded for these 2 methods. Both of these methods need a



16 Theory of Aggression

learning stage to learn the parameters of the network using ground truth
(videos annotated by operators). Bayesian networks are optimal given ground
truth but the AND/OR trees are easier to tune and to adapt to new scenes.
Another alternative approach to tracking can be done using dynamic Bayesian
Networks as described in [35].

A much more sophisticated mass scale system is the PRISMATICA 28], where
beside video the audio is fused into the whole system also, this in contrast to
the above described recognition model. PRISMATICA is designed to integrate
different cameras, contactless smart cards, wireless video/audio transmission,
and audio surveillance systems, to monitor different safety and security
concerns in railways. The most interesting part about the PRISMATICA
system is the MIPSA (modular Integrated Pedestrian Surveillance
Architecture). MIPSA is a technical concept that used state of the art
technology to support human operators in their task to prevent and detect
security-threatening situations. The approached used to fuse different evidences
of the different sensors(audio and video) is a Bayesian network. A
comprehensive design of this Bayesian network and how it work and fuse

information from the different sensors can be found here[28].

The PRISMATICA system show a good concept of applying graphical approach
together with Bayesian Networks for fusing the information detected by visual
and audio devices(sensors). In most studies about behavior recognition
presented in this paper it is clear that Bayesian Networks are a good solution
and provides an inference mechanism to fuse the diverse information from
different detection devices and provides more descriptive information for the

operator to asses incidents.

2.6.2 An Ontology for Situation Awareness

The specific term situation awareness is most commonly used in the community
of Human-Computer Interaction. The concerns are to design computer
interfaces so that Situation Awareness(SAW) can be achieved automatically in
a timely fashion, or that a human operator would be notified in time to act on a
given situation. Situation awareness is also used in the data fusion community
where it is commonly referred to as situation assessment (Level 2 of JDL model
[44]). The term data fusion is used because information originates from multiple
sources. So data fusion is the process of combining data to refine state

estimates and predictions.

The process of achieving Situation Awareness(SAW) is called situation analysis
and the primary basis for SAW knowledge in typically provided by sensors in
the area of interest(e.g train platforms).Such a system that assist in situation
analysis require the information and ability to know how to represent entities,

relations about these entities and their attributes as they propagate in time.
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Such a model(or theory) of how the world situation works in the eyes of those
doing the analysis. This can be done by an ontology that describes the set of
objects and the relationships they have with each other. The relations about
these objects must be defined in such a way that any interface using this
ontology will be able to represent and capture sufficient information to support

high-level reasoning.

The formal definition of SAW as described in [29]. Such a definition is favored

because the intention is to be able to formally reason about situations.

Definition: Situation Awareness (SAW) is knowledge of the following:

e A specification of the Goal theory, T;
e An ontology, i.e. a theory T, of the world;
e A stream of measurements W1, Wy for time instances tq1, ts,;

e At each time instance, the fused theory T = V(T¥, T%, ..., T!) that
combines all the theories that are relevant to the Goal T, as well as the
fused theory T!! = V(Tf“, T2t+1, ..., TEF1) that combines all the theories

that are relevant to the Goal T, at some time t + 1 in the future;

e At each time instance t, the fused model
M! =V, (M} ,M!,, ..M, ,, M}, ...) that combines all models relevant
to the Goal T, as well as the fused model MM at some time t + 1 in the

future;

e Relations R! C O x O relevant at time t, as well as at t+1,
R C O'F! x O! among objects (here we consider only binary
relations, but the formalization can be extended to include relations of

higher arity).

In the definition T, (theory of the world) will be defined by the core SAW
ontology, which will contain classes to support all the formal symbols in the

definition.

The ontology as described in the paper had to satisfy some requirements. First
it needed to represent entities and the relationship between them as well as
their evolution over time. Another requirement was to be able to express
essentially any ”reasonable” evolution of entities and relationships. And the last
requirement was that it needed to be cheap to build and implement in a
working system. Figure 2.2 depicts the main portion of the SAW ontology as a
UML diagram. Rectangles are the object classes and the connecting lines are
the relationship between these classes. The Situation class (figure 2.2) defines a
situation to be a collection of Goals, SituationObjects and Relations.
SituationObjects are entities in a situation that can have characteristics (i.e.,

Attributes) and can participate in relationships. Attributes define values of
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Figure 2.2: SAW Ontology [29].

specific object characteristics, such as weight or color. A PhysicalObject is a
special type of SituationObject that necessarily has the attributes of Volume,
Position and Velocity. Relations define the relationships between ordered sets of
SituationObjects. For example, inRangeOf(X,Y) might be a Relation
representing the circumstance when one PhysicalObject, X, is within firing
range of a second PhysicalObject, Y. To model time in this model both the
Attributes and Relations classes are associated with zero or more
PropertyValues which defines two time dependant functions(value and
certainty). Value is the actual value and the other is for the certainty assigned.
These time values can change when new EventNotices arrive. EventNotices can
be seen as new information about the real world from the sensors. This new
information can affect the Relation, Attribute or SituationObject. These
entities will indicate that something has changed. If more EventNotices arrive

over time these entities will change (see figure 2.3).

In figure 2.3 we see at time t1 an eventnotice-t1is triggered by some sensor,
which affects attributel or objectl by assigning its a value and certainty
instantiated by propertyvaluel. At time t2 a second event generates a
eventnotice-t2, which assigns new values and certainty in the form of
propertyvalue2 Once propertyvalue2 has been instantiated also marks the end of

propertyvaluel. This process repeats as more eventnotices arrive at time t.

The DynamicSystems (see figure 2.2)class will be implemented as a predictive
model. As an example consider the velocity and position attributes of
PhysicalObject. These attributes are related to each other. The position
changes if there is a value for velocity (acceleration, trajectory) and viceversa.

So the Position at time t+1 depends on the Velocity at time t. If no new
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Figure 2.3: EventNotices over time

FEventNotice arrives at t+1 it is reasonable to assume the object will still be
moving at its last noted speed and direction, all be it with increasing
uncertainty as time goes on. Here is where the implemented prediction models
in DynamicSystems can help to make a projection when no explicit real-world
sensor information is available. This core ontology can be extended for specific

domains. In [29] there is a overview how this ontology can be extended for

battlefield example for the military.

This SAW ontology was designed to be a flexible situation awareness system

and also to be extended easily by users. Also SAW would allow end users to use

a query language to formulate queries regarding current and possible future

situations.
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Chapter 3
Introduction to Ontologies

The aim of this chapter is that readers will:

e understand what is meant by the term ’ontology’;
e know the range of purposes that an ontology may serve;

e familiar with the main steps in building an ontology and the software

tools to support the process of building and using ontologies;

e and know the different ontology languages that are available to represent

an ontology;

e know what different types of ontologies can be distinguished.

3.1 What are Ontologies?

The term ontology, originating from the field of Philosophy as detailed in [25],
and was adopted by Al researchers to describe formal domain models. Several
ontology definitions were provided in the last decades. The most frequently

cited definition is that given by Gruber [22] according to who the definition of

an ontology was:

An ontology is an explicit specification of a conceptualization. The
term is borrowed from philosophy, where an ontology is a systematic
account of Existence. For Al systems, what "exists” is that which

can be represented.

In order to understand this definition, it must be clear what a conceptualization
is. A conceptualization is a structured interpretation of a part of the world that
people use to think and communicate about the world. For a biologist such a
conceptualization may include that animals can be classified in groups called

species and that the animals belonging to a species have similar eating habits.
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Based on these eating habits the species can be subcategorized into herbivores,

carnivores and omnivores.

In other words, an ontology is a domain model (conceptualization) which is
explicitly described (specified). Later, in 1997 Borst[7] defines an ontology as a
”formal specification of a shared conceptualization”. This definition requires, in
addition to Gruber’s definition, that the conceptualization should express a
shared view between several parties, a consensus rather than an individual view.
Also, this conceptualization should be expressed in a machine readable format
(formal). In 1998, Studer [45] merged these two definitions stating that:

” An ontology is a formal, explicit specification of a shared

conceptualization” .

This definition emphasizes the fact that there must be agreement on the
conceptualization that is specified. The reason for including this is that the
ability to reuse an ontology will be almost nil when the conceptualization it

specifies is not generally accepted.

As consensual domain models, the primary role of ontologies is to enhance
communication between humans (e.g., establishing a shared vocabulary,
explaining the meaning of the shared terms to reach consensus). As formal
models, ontologies represent knowledge in a computer processable format thus
enhancing communication between humans, humans and computer programs or
two computer programs. Therefore, ontologies are investigated by several
research fields in the context of diverse application areas. Nowadays there is an
extensive list of references to research fields that have recognized the
importance of ontologies, ranging from knowledge engineering to information
retrieval and integration. There are also reports on the use of ontologies in
several Web related tasks such as Web site organization, navigational support,

browsing and searching.

Most ontologies share a few common items such as:

e Concepts, a hierarchical IS-A relation and further relations.

e Some ontologies have constraints, functions or axioms.

An ontology can be as simple as a semantic network, where no distinction is
made between concepts and instances, and the only relation possible is of the
is-a type, or as complex as CYC [30], which is a large upper-ontology, with a
clear distinction between concepts and instances, where multiple inheritance is
allowed and where there is an extremely reach set of possible relations. A basic
ontology definition could be given by a tuple O:= (C; is a; R), where C is a set
whose elements are called concepts, is a establishes a partial order on C and R
is a set whose elements are called relation names. An example is given in figure
3.1



3.2 Uses and roles of Ontologies

23

hyponym

Figure 3.1: An example of a basic ontology.

A graph definition could be given by G = (V,E) where V is the set of vertices

and E is the set of edges. An example is given in figure 3.2.

Figure 3.2: A graph structure.

Given the two definitions one can see that graphs fit the basic structure of
ontologies very well. Vertices are considered concepts, labeled Edges as

relations.

3.2 Uses and roles of Ontologies

From research we believe that five main uses or roles for ontologies can be
identified: (1) organize and structure information; (2) reasoning and problem
solving; (3) semantic indexing and search; (4) semantics integration and
interoperation; and (5) understanding the domain. Below we briefly present

each of these roles in general.
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3.2.1 Organize and Structure Information

The basic role of ontologies in this case is to organize and structure information
in the domain. Ontologies here are tools to describe things or phenomena in the
domain of interest. The ontology thus plays the role of vocabulary, answering
two main questions: (a) which terms can be used? (i.e., ontology as a lexicon);
and (b) which (valid) sentences can be expressed (i.e. ontology as a grammar)?
In the field of Al and Law, this role is shown in the use of ontologies to define
legal vocabularies. These are typically used to define the terms used in
regulations. In this way, the ontologies are not so much legal ontologies but
representations of the world or domain the law is working on, e.g. taxes, crime,

traffic, immigration, etc.

3.2.2 Reasoning and Problem Solving

The basic role of ontologies in this case is to represent the knowledge of the
domain so that an automated reasoner can represent problems and generate
solutions for these problems. The ontology here works as the structure of the
knowledge base. This use is found in the many expert systems (problem solvers)
and decision making systems developed in Al In using ontologies for this role,
secondary goals are to create knowledge bases that are reusable, efficient,
explainable, modular, etc. Indeed, one can argue that the use of ontologies in
AT comes from research in the late eighties and nineties that aimed at
improving knowledge engineering by attacking these roles by creating
”well-structured” knowledge bases that will not only solve the problem at hand
but be more maintainable, easier to extend, etc. In this sense, ontologies in this
use are very much an engineering tool. This role of ontologies implies the use of

an inference engine that is used to conclude specific goals.

3.2.3 Semantic Indexing and Search

The basic role of ontologies in this case is to represent the contents of documents
or other ”soft” knowledge sources (picture, movies, etc.). The ontology here
works as a semantic index of information, that enables semantic search for
content. There are many organizations that produce vast amounts of knowledge
in the forms of documents, charts, schemas, etc. There is a key need to organize
and be able to find these documents. Ontologies can be used to represent and

search semantically the content of documents - to go beyond word or keywords.

3.2.4 Semantic Integration/Interoperation

The basic role of ontologies in this case is to support applications to exchange
information electronically. The ontology here works as an interlingua that

defines a (narrow) vocabulary to be used to interchange information.
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3.2.5 Understand the Domain

The basic role of ontologies in this case is to provide a view of what a domain is
about—to try to make sense of the variety of knowledge in that domain. The
ontology here works as a map that specifies what kinds of knowledge can be
identified in the domain. This type of ontology can be used as a basis for
designing specialized representations. Because it tries to get close to the nature
of the domain, it frequently connects and draws from theories of that domain.
These types of ontologies have been called core ontologies. Some of these core
ontologies are also used or at least designed for supporting reasoning and

problem solving.

3.3 Ontology Languages

Many languages have been developed over the years in order to promote
knowledge sharing and data integration. However, we will only briefly discuss
three such language models here specifically developed for the development of
ontologies. All these ontology languages are based on Resource Description
Framework(RDF) triplets and support reasoning capabilities that are both key
aspects of the recommendations set forth by the Semantic Web[11]. The
Semantic Web is an extension of the current web in which information is given
well-defined meaning, better enabling computers and people to work in

cooperation.

RDF’s model for representing data about resources is that of
Object-Attribute-Value(O-A-V) triplets(see Figure 3.3. A resource description
in RDF is a list of statements(triplets, each expressed in terms of a object, one
of its properties (attributes), and the value of the property. The value can be a
literal(text), or another resource. This is an important concept because all the

current ontology languages are based on this triplet principle.

Figure 3.3: An example of O-A-V triplet.

The ontology languages in question include the previous W3C [11]
recommendation, DAML4OIL, the older OKBC ontology language and the
current ontology language of choice, Ontology Web Language, OWL [42].
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3.3.1 DAML+OIL

Darpa Agent Markup Language (DAML)[14] is an ontology language that was
developed by the RDF Core Working Group in order to represent ontological
representations more explicitly than XML, RDF, and RDF Schema.
DAML+OIL is the extension of DAML, which was later developed.
DAMLAOIL, the previous W3C standard in ontology language combines
DAML and the Ontology Inference Layer (OIL). DAML4OIL consists of class
elements, property elements, and instances. DAML~+OIL can use an imports
statement to reference another DAML4OIL ontology. DAML4OIL also divides

the domain into datatypes and objects.

This ontology language supported the field at the time it was recommending,
but could not keep up with the growing need for more expressive ontologies
because of the limited restriction and concept support. Thus, OWL took the
place of DAML+OIL as the semantic web standard.

3.3.2 OKBC Ontology Language

The Open Knowledge Base Connectivity is a protocol for accessing knowledge
bases. The OKBC knowledge model is the implicit representation formalism
that underlies all the operations provided by OKBC. It supports an
object-oriented representation of knowledge. The knowledge model is extensive
and well defined, and has several implementations. In this section we give an

informal description of the OKBC knowledge model.

As OKBC is a frame-based representation mechanism, a frame is the central
object in the model. A frame represents an entity in the domain of discourse.
There are three main types of frames: class frames, which represent sets of
entities, slot frames, which represent binary relations, and individual frames,
which represent single entities. If entities are member of a class, they are said to
be instance_of that class. The other way around, the class is called the type_of
that instance. A class can be a subclass of another class: if this is the case, then
all instances of the subclass are also instances of the other class. All frames can
be related via slots to other frames or constants. Slots that are associated with
a frame are called own slots of such frame. For example, an individual frame
”George Bush” can be related with the own slot ”president_of” to the frame
”United States”. Class frames can also have own slots, although this is much

less common.

Besides own slots, class frames can also be associated with a collection of
template slots, that describe slots that are considered to hold for all members of
that class. For example, the class ”blue_ball_point_pens” can have the template
slot ”ink_color” to the constant ”blue”, meaning that every instance of

”blue_ball_point_pens” should have the value ”blue” for the slot ”ink_color”.
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Template slots of a class inherit to its subclasses. Slots that are related to a
frame can have associated with them a set of facets and facet values. Facets
and facet values describe characteristics of the combination of a frame and a
slot. For example, the facet ”value-type” and value ”President” associated with
the slot "rules” in the class frame ”Republic” specifies that that value of the
slot "rules” for each instance of a republic should be an instance of a president
(as opposed to monarchies, where the slot”rules” should relate to an instance of
a king or queen).

The OKBC knowledge model contains a number of standard facets, concerning
the value-type, the inverse relation, the cardinality and the equivalence of the

slot among others.

Figure 3.4 shows a UML class diagram of the main elements of the OKBC
knowledge model. For the sake of clarity, we made a few simplifications. First,
we modeled constraints as a separate class, although constraints are either
specified by a facet or are defined as global constraints on a slot. In the OKBC
model, all constraints exist in two different variants: both as a facet and as an
slot on a slot. As a second simplification, we didn’t show all types of

constraints. The constraints that are missing in the picture are:

e disjointness of slots;
e numeric minimum and numeric maximum for slot values;
e subset of values of a slot;

e collection type of multiple slot values: multiple values are either treated as

set, list or bag.

3.3.3 Ontology Web Language, OWL

The Ontology Web Language (OWL)[42] is a successor to DAML4OIL (figure
3.5) and is the current W3C standard for ontology languages and has been
extended to provide more explicit description logics. OWL also provides three
increasing levels of expressivity in OWL Lite, OWL DL, and OWL Full
respectively. This allows users to define their own needs for expressivity and
chose a language version that best supports their needs. A short description of
the 3 sub-languages of OWL:

e OWL Lite supports those users primarily needing a classification
hierarchy and simple constraints. For example, while it supports
cardinality constraints, it only permits cardinality values of 0 or 1. It
should be simpler to provide tool support for OWL Lite than its more
expressive relatives, and OWL Lite provides a quick migration path for
thesauri and other taxonomies. Owl Lite also has a lower formal
complexity than OWL DL.
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Figure 3.4: A simplified representation of the OKBC knowledge model.
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¢ OWL DL supports those users who want the maximum expressiveness
while retaining computational completeness (all conclusions are
guaranteed to be computable) and decidability (all computations will
finish in finite time). OWL DL includes all OWL language constructs, but
they can be used only under certain restrictions (for example, while a
class may be a subclass of many classes, a class cannot be an instance of
another class). OWL DL is so named due to its correspondence with
description logics, a field of research that has studied the logics that form
the formal foundation of OWL.

e OWL Full is meant for users who want maximum expressiveness and the
syntactic freedom of RDF with no computational guarantees. For
example, in OWL Full a class can be treated simultaneously as a
collection of individuals and as an individual in its own right. OWL Full
allows an ontology to augment the meaning of the pre-defined (RDF or
OWL) vocabulary. It is unlikely that any reasoning software will be able
to support complete reasoning for every feature of OWL Full. This is the
reason that OWL Full is seldom used and OWL DL is mostly the chosen
one. More concretely, the DL variant of OWL (OWL-DL) is chosen
because, although it is constrained in order to be managed by Description
Logic (DL) reasoners, such reasoners guarantee that ontologies can be put
reasoned over in an efficient way. Moreover, existing tools can be used to

make the implementation quite straightforward.

RDF
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Figure 3.5: The creation of OWL.

The OWL syntax employs Uniform Resource Identifiers(URIs)[24] for naming
and implements the description framework for the Web provided by RDF to
add the following capabilities to ontologies: the ability to be distributed across
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many systems, scalability to Web needs, compatibility with Web standards for

accessibility and internationalization, and openness and extensibility.

3.3.3.1 Changes compared to DAML+OIL

Changes from DAMLAOIL to OWL include various updates to RDF and RDF
Schema from the RDF Core Working group, DAMLAOIL restrictions were
removed, and various properties and classes were renamed in OWL syntax. In
addition, other properties like for example Owl:SymmetricProperty were added
and DAMLHOIL synonyms for RDF and RDF Schema classes and properties
were removed, as well as added properties and classes to support versioning and
unique names assumptions. The Ontology Web Language employs the most
recent version of RDF Semantics, which thus replaces some semantic terms
identified in DAML~+OIL. RDF and RDF Schema updates include: allowing
cyclic subclasses, handling multiple domain and range properties as
intersections, changing namespaces, and implementing XML Schema datatypes
and new syntax for list functions. Figure 3.6 shows a example excerpt of a
statement and how it would be written in OWL RDF /XML syntax. Overall,
the changes and updates that have been implemented from DAML+OIL to
OWL have made the Web Ontology Language a more expressive ontology

language standard.

<owl:Class rdf:ID="Student">
<owl:intersectionOf rdf:parsetype="Collection">
<owl:Class rdfs:about="Person" />
<owl:Restriction>
<owl:onProperty rdf:resource="enrolledIn" />
<owl:minCardinality rdfs:datatype="&xsd;Integer"> 1
</owl:minCardinality>
</owl:Restriction>
<owl:intersectionOf>
</owl:Class>

Figure 3.6: OWL Excerpt: a Student is a Person who is enrolledIn at least one thing.

3.3.3.2 Changes compared to OKBC

OWL differs from OKBC in a number of aspects. Besides a few terminological
differences (the most notable is that a slot is called a property), we can see the

following differences.

e In OWL, the set of slot constraints is divided into global and local
constraints. That is, a specific constraints is either a global constraint
that holds for all values of the slot (e.g. ”functional”), or it is a local

constraint that only restricts the values of a slot when used in a specific
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class (e.g. "has-value”). In OKBC, all constraints can be applied both
globally and locally. The following constraints can be applied locally in
OKBC, but only globally in OWL:

- inverse of a slot;
- equivalence of a slot;

- values are subset of the values of another slot (called subslot if

applied at global level).

e In OWL 7slotfacetvalue” triplets are classes themselves. That is, a
constraint on a slot, called a property restriction, defines a class. For
example, the property restriction ”agehasvalue27” defines the class of
things that have the value ”27” for the slot "age”, i.e. the class of all 27
years old things.

e Slots in OWL are divided into slots that can have instances as their value,

and slots that can have data type values.

e (Classes and individuals in OWL can be declared as equivalent or disjoint.

Figure 3.7 shows a UML class diagram of the OWL meta model. Based on
these differences, we can not conclude that one knowledge model is contained in
the other model. However, when we look carefully at the differences, we can see
that the elements of OKBC that are missing in OWL are quite rare. For
example, it is difficult to think of examples or a practical usage of the local
equivalence constraints on slots, or a local inverse constraint. It is likely that
these constructs are present in OKBC for reasons of symmetry with the global
constraints. The disjointness of slots seems to be the most useful construct that
is missing in OWL. Besides these aspects, we can consider the OWL knowledge

model as almost a superset of OKBC for practical applications.

3.4 Ontology Tools

3.4.1 Protégé Ontology Editor

Protg is a methodology for building knowledge-based systems from three classes

of reusable components:

e domain ontologies, or models of the concepts in an application area and

relations between those concepts;
e associated knowledge bases containing domain facts; and

e problem-solving methods, or algorithms that apply generic reasoning

patterns to domain knowledge.
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Figure 3.7: A UML representation of the OWL meta model.
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Protégé [17] is a free, open source ontology development framework that gives a
growing user community a tool suite to construct domain models and
knowledge- based applications. Protégé implements a knowledge model
compatible with the Open Knowledge Base Connectivity protocol, designed for
interoperability among frame-based systems. In a frame-based modeling
representation, an ontology consists of a set of classes organized in a
subsumption hierarchy to represent a domain’s salient concepts, the
properties-or slots-associated to each concept, and a set of instances of those
classes-individual exemplars of the concepts that hold specific values for their
properties. Protégé also supports other formalisms for representing knowledge
bases, such as the Semantic Web languages RDF and OWL. Protégé provides
both a wide set of user interface elements for knowledge modeling and entry
and the capability to include custom-designed plug-in elements as application
extensions. Protégé is not only a environment for building ontologies, it’s also a
server that can provide knowledge encoded in ontologies to any piece of software

invoking it.

Along with the above and that Protégé is the most used ontology editor, we
chose the Protégé ontology editor and acquisition system [17] for the design of
our ontology. Protégé provides an intuitive interface for developing ontologies
by supporting multiple design panes for hierarchical design, property design,
restriction construction, comment and definition development, and disjoint
function construction. Protégé supports a number of ontology languages,
including OWL. The Protégé OWL plugin allows for a supported development
of OWL ontologies through its use of the rules and syntax of the OWL language
as well as support for reasoning. The ontology interface, depicted in Figure 3.8,
includes OWL Classes, Properties, Forms, Individuals, and Metadata tabs. The
OWL Classes tab shown in Figure 3.8 provides the basic ontology development
interface. This interface includes an Asserted Hierarchy toolbox for creating
hierarchies, a Comment box to include additional descriptions of entities,
Asserted Conditions hierarchy which displays the restrictions of each class,
Annotations which include additional annotation development, Properties
which display the properties that are defined in the Properties tab, and
Disjoints toolbox which aids in defining classes as disjoint. This robust and
intuitive interface provides an outstanding tool for creation of ontologies while
the backend ontology language rule and syntax control mechanisms allow for
easy development and checking of not only the design of an ontology, but also
the syntax necessary for the ontology to communicate its knowledge with other

systems.
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