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Abstract 
 

The report describes the design and the implementation of a prototype for a fully autonomous 
agent, which can fly an airplane during a dogfight. This project is one of the multiple projects 

that are done within the ICE project of the Knowledge Based Systems group of the Delft 
University of Technology. Until now, many projects, also within the ICE project, focused on one 

specific element of flight automation. This project focuses on combining multiple elements of 
flight automation in one fully autonomous agent. In this project certain methods that are 

proposed in earlier reports are studied and some of them are used for the dogfight agent. A 

flexible and modular overall architecture is presented in which, for each element of the flight 
automation process, different methods can be implemented and replaced easily. The methods 

that are used for the prototype implementation are presented with a detailed design and a 
description of the implementation. The prototype is successfully implemented and can really act 

as a competitive player during a one-to-one dogfight in Microsoft Combat Flight Simulator. An 

important conclusion is that the performance of the whole agent is dependent on the 
performance of all the different elements. This conclusion underlines the relevance of this 

project, because the basis of the project was to split the concept of flight automation into 
multiple elements, so it is possible to focus on the individual elements. 
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Preface 
 

This report is the result of my graduation project at the Knowledge Based Systems group of the 
Delft University of Technology. After spending more than eight years at the study Technical 

Informatics of the Delft University of Technology, I think it is worth to write some words about 
this. 

 
In 1996 I choose to start a study Informatics. I was always very interested in science and 

technology, but a more important reason was: I did not understand anything of a computer. It 
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to ir. Patrick Ehlert and drs. dr. Leon Rothkrantz for their support during this project. Before you 
start reading this report I like to rememorize some words dr. Peter Kluit spoke during a speech 
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necessary elements of a house, the most useful elements are not the walls, but the empty 

spaces between them. 
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1. Introduction 
 

1.1. Background 
 

It is already more than 100 years ago that the first airplane was build by the Wright brothers. 

During that period the capabilities of aircraft have been improved enormously. Besides this the 
amount of other aircrafts in the same area is also increased, so that in some areas in the air it 

has become ‘busy’. Altogether the information load for a pilot has continuously been growing. 
This is even more the case for military pilots. The capabilities of military aircraft are on the 

limits of what a human being can handle. Furthermore, a military pilot needs to keep track of 
both friends and enemies, in the air and on the ground, that are within a range of tens of miles 

away. 

 
In situations like this humans normally start to look for ways in which a computer can help 

them. So projects have been started to investigate and design human-support systems for use 
in a cockpit. The intelligent cockpit environment (ICE) project is a project of the Knowledge 

Based Systems group of the Delft University of Technology. The goal of the ICE project is to 

design, test and evaluate computational techniques that can be used in the development of 
intelligent situation-aware crew assistance systems [Ehlert, 2003]. This report is a description of 

a graduation project that has been done within the larger ICE project. 
 

1.2. Project description 
 
Within the ICE project different areas of flight automation have been addressed, like: situation 

recognition, decision-making, flight planning and flight control. This resulted in a number of 
ideas and methods for modern flight automation. Most of them have successfully been tested, 

but not in combination with other ideas. The ideas are not combined or the influence of one 

task on another is not studied. For example, a good situation recognition method can maybe 
improve the decision-making. In this project multiple ideas and methods of the ICE project are 

combined in one program. All necessary tasks are added, so that it can act completely by itself, 
without any human interventions. 

 

This will result in an architecture in which new methods for flight automation can be designed, 
developed and tested. Furthermore this project focuses on the situation recognition process, 

the decision-making process and the execution process individually. These parts of flight 
automation are already addressed before in the ICE project, but the current techniques are not 

good and/or not detailed enough to be usable in this project. 
 

Projects like this one, also in the ICE project, often follow a corpus-based approach. This means 

that the automated process is modeled after a human expert, in case of flight automation 
projects often a human pilot. In this project, a design-based approach is used. Processes are 

not necessarily modeled after a human pilot, but are designed from paper, just to perform as 
good as possible. However, a human model might be used for certain tasks when this seems to 

be better or easier. 

 
One of the most difficult scenarios for flight automation is the dogfight, so that’s why this 

scenario is chosen. 
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1.3. Project goal 
 
The goal of this project is to create an agent that can ‘play’ the computer game Microsoft 

Combat Flight Simulator (MSCFS). In this simulator game the agent has to be a competitive 

player in a one-to-one dogfight. The opponent of this agent can be either a human player or 
another computer program. Figure 1 shows how two players take part in the same multiplayer 

game of MSCFS. 
 

Player 1:
human / software agent

Microsoft Combat Flight Simulator
Multiplayer game

Player 2:
software agent

 

Figure 1: Two players in a MSCFS multiplayer game 

 
The agent should combine methods discovered in the ICE project in a flexible design and a nice 

implementation so that the program can be used as a test environment for future research. 
 

To create this, a literature study is required. Literature about the ICE project and relevant flight-
related studies will be studied. Besides this also projects about intelligent games and simulation 

will be included in the literature study. 

 

1.4. Project assignment 
 

Altogether the goal of this project, to create an agent for MSCFS, will consist of three parts: 
• A literature study about related projects 

• A model and a design of the agent 

• A prototype of the agent in the form of a C++ implementation  

 



 3 

1.4. Requirements 
 
First of all it is important that the bot really acts like an agent. This means that the program 

must perceive, reason and act completely by itself. The bot may not be helped by a human or 

by some other computer program while it is playing the MSCFS game. 
 

The bot has to ‘play’ the simulator game like human players do. This means the bot may not 
cheat. Human player have access to situation parameters like ‘current altitude’, ‘current speed’ 

and ‘range between aircrafts’. So, also the agent will have access to this kind of parameters 

only. Of course, a computer program, can compute by itself other parameters once the basic 
ones are retrieved. Also the output of the agent will be the same as the output of a human 

player. For example: The agent cannot set its current location right away, but it can set the 
elevator and aileron, in the same way a human player can do this using the joystick. 

 
The MSCFS is a real-time game. Therefore the agent needs to be a real-time player. This means 

that the program cannot take some minutes to set up a strategy, because then the game would 

already be lost. Even more, when the agent program is running, the MSCFS is also running and 
that game consumes only by itself a lot of CPU time. To let everything work smoothly, the 

program may use a maximum of about 20% CPU time. 
 

The program must be suitable as a test environment for future research. The architecture must 

be flexible and modular, so that individual parts of it can be changed, extended or replaced by 
new work. It must also be possible to add new modules if necessary. For the same reason the 

implementation needs to be of high quality, so that other programmers can understand, change 
and extend it. 

 

1.5. Report overview 
 

The layout of this report is not very unusual. Within this project preliminary research has been 
done. This is described in chapter 2. This chapter also describes some basic knowledge about 

flying. The chapters 3, 4 and 5 describe the overall architecture, the design of the AI part and 

the implementation. Chapter 6 describes the tests that are executed and the results of these 
tests. The conclusions are made in chapter 7 and the report ends with a few suggestions for 

interesting future work in chapter 8 that can be done based on this project. 
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2. Preliminary research 
 

2.1. Literature study 
 

2.1.1. Introduction 
 
A literature study was done to see what results are already available in this area. There are of 

course a lot of studies made in the areas of flight automation and intelligent computer games. 

It is the goal of the literature study to see if it is possible to create a complete dogfight agent 
that can play the MSCFS. Furthermore it is interesting to see if there do exist methods and 

techniques that can be useful in creating the agent. 
 

Many papers have been studied. About 20 of the most interesting papers are studied in more 
detail. This is described in [Solinger, 2004]. The set of studies can actually be divided into three 

different subjects. Therefore the description of the studies is divided into the same three 

subjects in [Solinger, 2004] and also in this chapter. The first subject contains papers within the 
ICE project. The second subject is about Flight Automation in general and the third subject is 

about intelligence in computer games. 
 

2.1.2. ICE project 
 
The goal of the ICE project is to design, test, and evaluate computational techniques that can 

be used in the development of intelligent situation-aware crew assistance systems [Ehlert, 

2003]. Using methods from artificial intelligence, ICE focuses primarily on the data fusion, data 
processing and reasoning part of these systems. Special issues addressed in the ICE project 

are: 
• Situation recognition 

• Mission or flight plan monitoring 

• Attack management 

• Pilot workload monitoring 

 

Until now most studies within the ICE project are done on the issue of situation recognition. In 
different studies, different techniques are studied. For example in [Mouthaan, 2003] a Bayesian 

belief network is used and in [Capkova, 2002] a method is studied that uses a neural network. 

In all cases however the situations to recognize are different from the most important situations 
in a dogfight. In a dogfight most situations will deal with the relation between two aircrafts like 

being in or under attack. All studies in the ICE project so far deal with situations that involve 
only one aircraft like ‘taxiing’ or ‘turn right’. 

 

Another interesting study within the ICE project is described in [Andriambololona, 2003]. This 
study is about decision-making for a dogfight agent. The idea is to set up a decision-tree with 

decisions modeled after decisions as they are made by human pilots. However the results of 
this study do not satisfy enough to use the proposed model directly in a real-time dogfight 

agent. Furthermore the proposed method is not detailed enough which makes it impossible to 
use this work directly. This all does not prevent this study from being usable as a good starting 

point for decision-making in a dogfight agent. 
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The last study within the ICE project that needs to be mentioned here is about the actual 

construction of an autonomous flight bot [Tamerius, 2003]. This paper describes the 
construction of an agent that can fly a human-defined flight plan. The agent first checks 

whether the flight plan is correct and consistent. Thereafter it defines consecutive steps that 
are necessary to execute the flight plan. The last step is the actual execution of the flight plan. 

In a dogfight situation a predefined flight plan is not available, but the execution of specific 

steps is also necessary in a dogfight agent. Similar with [Andriambololona, 2003] the results of 
this project are not good enough to use it directly in a dogfight agent, but again it can be a 

good starting point for the execution part of the dogfight agent. 
 

3.1.3. AI in flight automation 
 
Besides the ICE project there are many other projects that focus on flight automation in one 

way or the other. There certainly are some interesting projects amongst those. In most of the 
projects a simulated environment is used to test new ideas. The reasons that are brought 

forward are the same as for the ICE project. In a simulated environment it is much easier, 

faster, less dangerous and cheaper to test new ideas than in a real-world environment. 
 

There are many different aspects of flight automation and of course research is done in all 
those different aspects. The most interesting projects with respect to this project about an 

agent for MSCFS are of course the projects about autonomous agents for flight simulators. 

Many of the interesting projects are about strategy (or decision-making). Situation recognition 
is often not named as a big issue in projects about flight agents. Execution is often not even 

mentioned. Probably this is because automated execution of flight maneuvers is already used 
for many years in real world situations and is regarded as not-a-problem. 

 
In many projects the dynamic, complex and real-time environment is seen as the biggest 

challenge of the project. The locations of the airplane and the opponent(s) change constantly, 

also when no explicit action is taken. Furthermore the environment is real-time which means 
that there will never be a lot of time for reasoning so that time-consuming algorithms are not 

usable. 
 

One of the interesting projects is about agents that can fly military missions in a military 

simulator [Laird, 1998]. The agents are created to create both enemies and friends for human 
pilots. The agents are created in the Soar-system. Soar is a rule-based system that is designed 

to create agents for real-time simulations. The decisions in this project are mainly on a higher 
level than decisions in a dogfight situation. For example a rule in this system can be ‘if an 

enemy plane is in front of us, go into dogfight’. It is not clear how this dogfight will be 

executed. This is often the case in projects about decision-making in flight automation. In many 
projects there is no implementation created, so there is no need to specify more detailed and 

lower-level decisions, but in the Soar project there is a real implementation, so there must be 
some way for an agent to deal with a dogfight situation. Probably the dogfight capability of the 

agents is not very enhanced. The goal of the project is more to use it for training of different 
military missions, than for training of actual dogfights. 
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3.1.4. AI in computer games 
 
AI in computer games exists since the dawn of video games in the 70’s. In recent years the 

interest in AI in computer games grew for several reasons [Tozour, 2002]. One reason is that 

because of the increasing complexity of modern computer games, it becomes more difficult to 
create interesting digital opponents for human players. More time and money is spent on 

creating a new video game, but also on creating digital opponents in computer games. This has 
led to the use of more sophisticated AI, with success. 

 

Another important reason for the increasing interest in AI in computer games comes from the 
academic world. As it is discussed in section 3.1.3 it is far more easy, fast and cheap to test 

new ideas in a simulated environment, such as a computer game. Despite this, until now the 
most successful projects of AI in computer games are created with relatively simple AI 

techniques like finite-state machines, decision trees and rule-based systems. The complexity of 
a simulated environment may be lower than in a real-world situation, but the complexity of 

modern video games is already quite high. 

 
An interesting project in this area is the development of the Quake III Arena Bot [Waveren, 

2001]. In this project an artificial player is created for the computer game Quake that can serve 
as an interesting and challenging opponent for human players. Therefore it needs some human-

like behavior. The bot, for example, needs to learn the map of a level while playing, just like 

normal human players do. The Quake III Arena Bot is developed successfully for commercial 
purposes. It will be of no surprise that it is based on proven and good-to-understand AI 

techniques like a finite state machine and a rule-based system. 
 

Despite the success of quite basic AI techniques in computer games, there is also a lot of 
research in the use of more sophisticated AI techniques in computer games. In [Spronk, 2003] 

neural networks are used in combination with genetic selection. This project shows that with 

these AI techniques it is possible to create challenging artificial players that can explore new 
strategies in a strategy game. However the success of projects like these is depending heavily 

on the simplicity of the computer game. Until now these more sophisticated AI techniques are 
tried out in more complex computer games only for subtasks. 

 

3.1.5. Conclusions 
 

A lot of research has already been done in the area of flight automation. The ICE project and 

also other projects about flight automation include research in all different aspects of flight 
automation, such as situation recognition, decision-making or flight control. Furthermore 

successful implementations are created for agents that can play a complex computer game like 
for example Quake. An implementation of a dogfight agent will be a combination of everything 

above. Many different aspects of flight automation will be included in an agent that can play the 

computer game MSCFS. Since there are satisfying or at least reasonable results in all these 
areas it must be possible to actually create a dogfight agent for MSCFS. However the 

performance of such a dogfight agent cannot be predicted in advance. The only way to find out 
is to design and develop the dogfight agent and to test it in its prescribed environment. 
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2.2. AI methods and techniques 
 
There are many different AI methods and techniques used in flight automation or AI in 

computer games. Some of them are described in this section. This is by no means a complete 

list, but this is just a list of AI methods and techniques that are found more often in literature 
about flight automation or AI in computer games. The list below is a little bit based on the lists 

in [Waveren, 2001] and [Ehlert, 2003]. More about AI methods and techniques can be found in 
[Russell, 1995]. 

 

2.2.1. Finite state machines 
 

A finite state machine is a system that is modelled with a limited number of states of operation, 

as for example: ‘normal flight’, ‘attack’, ‘defend’, ’fly away’. In each time step one of the states 
is active, the others are not. Due to changes in the system, or in the environment, the system 

can change to another state. There are more sophisticated methods to model reasoning in 
different states, but the simplicity of finite state machines makes them rather popular. Finite 

state machines are often used, with success, in AI in complex computer games. 
 

2.2.2. Rule-based systems 
 
A rule-based system consists of a lot of rules to describe what to do in predefined situations. It 

requires a lot of knowledge about all different situations to make explicit rules for the rule-

based system, for example: ‘IF an enemy is on my right side THEN make a turn left’. It is not 
very difficult to set up a rule-based system. The only problem is that one needs to define 

enough rules to deal with all sorts of situations that can occur. Like finite state machines, rule-
based systems are also popular because of their simplicity. They are often used in flight 

automation projects or in complex computer game AI, sometimes in combination with a finite 

state machine. It is rather easy to keep track of the reasoning of a rule-based system and so to 
explain and improve strange or undesired behaviour. 

 

2.2.3. Decision trees 
 

A decision tree is actually also based on rules. But in a decision tree rules are put into the form 
of a tree. In each node a rule will decide which path must be followed in the tree. After some 

nodes the path will end in a leave. The leaves contain all actions that can be taken. By following 
the right path the system will end up in the leave with the action that is appropriate to the 

current situation. Decision trees are often used to create the decision-making mechanism in 

agents. Again their simplicity makes them easy to use and easy to debug. 
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2.2.4. Neural networks 
 
A neural network consists of nodes and links between these nodes. Each link has a weight. 

Before a neural network can be used, it must be trained first. Training is done by giving the 

network examples. In the training process the weights are updated. There is no need to put 
explicit knowledge into the neural network as with the previously described methods. This 

makes neural networks very suitable to use in case no explicit knowledge is available. The 
biggest disadvantage of a neural network is that it is very difficult to keep track of its reasoning 

process. The reasoning of a neural network is not transparent. Therefore the reason for strange 

or undesired behaviour is difficult to find. 
 

2.2.5. Bayesian belief networks 
 
A Bayesian belief network consists, just as a neural network, of nodes and links between the 

nodes. The links are directed. A node contains a fact and a link contains the probability that a 
fact will be true when the fact in the other node is true. By reasoning with probabilities it is 

possible to reason with uncertainty. Bayesian belief networks are often used and they are 
proven to be successful in a number of applications. The biggest problem is to set all the 

probabilities in the network. These probabilities can be learned from a large dataset or they can 

explicitly set by an expert. Anyway the success of the application stands with the quality of the 
probabilities. 

 

2.2.6. Genetic algorithms 
 

With genetic algorithms the best values for certain properties are learned using natural 
selection. First multiple versions of a system are created and they are all a little bit different 

from each other. After some tests the best ones are selected and some similar ones are added 

to the population. These steps are repeated many times until finally only good versions are left. 
The advantage of this method is that no extensive domain knowledge is required. One of the 

disadvantages is that the natural selection can be a time consuming task. It is also not 
guaranteed that the best solution, or even a good solution, is found. 
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2.3. Basic flight knowledge 
 

2.3.1. Flight parameters 
 

To fully understand the design and working of the bot, it is necessary to know a little bit of 
flying itself. Therefore the most important flight parameters are explained in this chapter. More 

about flight parameters is explained in [Machado, 2002]. There is a distinction between 

parameters for observation and parameters for action. Parameters for observation tell 
something about the current situation of the airplane or a combination of more airplanes. 

Parameters for action are used to have control over the airplane. 
 

The situation of a single airplane can be described with certain parameters. Some of them do 

not really need an extra explanation like: speed, altitude and location. The two most important 
parameters of the actual flight are less known by non-pilots. 

 
The pitch is the angle that determines how much the airplane goes up or down. The bank is the 

angle that tells how much the airplane is rolling over its longitude axis. This rolling will happen 
when the plane makes a turn. When the airplane flies completely straight, both pitch and bank 

will be zero. 

 

Figure 2: Pitch (left) and bank (right) 

 

Because this project is about a one-to-one dogfight situation some other important parameters 

are about how the situation of an airplane is related to the situation of the opponent. The range 
between the two airplanes is such a parameter. Notice that this range is the only parameter in 

a three-dimensional space. The aspect angel is the angle between the headings of both 
airplanes. 

  

Figure 3: Range (left) and aspect angle (right) 
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The angle off is the angle between the heading of an airplane and a straight line from the 

airplane towards the opponent. Notice that this angle off is different in the opponents view, in 
most cases. 

 

Figure 4: Angle off (left) and angle off in opponents view (right) 

 

2.3.2. Input control parameters 
 

There are three important action parameters in an airplane: elevator, aileron and throttle. The 
throttle is actually the same as the gas pedal is in a car. More throttle means the airplane its 

speed will increase or it will be able to fly towards a higher altitude. 
 

The elevator is the action parameter to control the pitch. If the elevator goes up, also the pitch 

goes up, this means the nose of the airplane is going down. The aileron is the action parameter 
to control the bank of the airplane. The aileron is carried out by extensions on the wings, so 

that when activated, one wing will go up and the other will go down. This way the airplane will 
rotate clockwise or counter clockwise. 

 

 

Figure 5: Elevator (left) and aileron (right) 
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2.3.3. Flight maneuvers 
 
In a dogfight situation an aircraft is constantly making a specific flight maneuver. Deciding 

which maneuver to make and performing that maneuver are, besides shooting, the only things 

a pilot, or a dogfight agent, can do to win the dogfight. So the specific flight maneuvers are 
important and they will be mentioned in different sections of this report. Therefore some basic 

flight maneuvers are described in this section. There are more flight maneuvers, but in this 
project only the ones described below are used. Maybe these maneuvers are not exactly as the 

ones used in real life, but they are all useful in the MSCFS game. 

 
Straight flight 
 

A straight flight is a flight without a lot of movement. So no heavy turns or climbs will occur. A 
straight flight is a continuous maneuver, so without a real begin or end. It will just end when 

another maneuver is started. In a straight flight it will be possible to make some adjustments in 
direction and altitude when it is necessary. 

 
Turn (left & right) 
 

A turn left is in fact the same as a turn right except for the direction of course. Also a turn has 
no real begin or end. An aircraft can continuously make a turn and will fly in a circle until it runs 

out of fuel. A turn is as sharp as possible as long as the aircraft will stay on the same altitude. 

It will not be possible to make a turn less sharp. In a heavy dogfight such a turn will be of little 
use. When it is necessary to make some smaller adjustments in direction the straight flight 

maneuver can be made. 
 
Extreme turn (left & right) 
 
Sometimes it is desired to make a turn as sharp as possible, for example when the enemy is 

very close behind. This can be done with an extreme turn. This maneuver is almost the same as 

a normal turn, but there is no constraint on altitude. In an extreme turn the aircraft will 
definitely loose some altitude and some speed. 

 
Looping 
 

In a looping the aircraft will go up by raising the elevator. When this state is hold on, the 
aircraft will make a loop and end up at about the same location as where the loop started. This 

can be useful when an enemy is close behind. After making the loop one will be in a position 
close behind the enemy, unless the enemy makes an intelligent move at the same time of 

course. There are no adjustments possible in a loop, but it is possible to stop with the loop and 

go on with another maneuver before the loop is completed. 
 
Split-S maneuver 
 
A split-s is a maneuver to change the direction by 180 degrees. It starts with turning the 

aircraft around its longitude axis to bring it in an upside-down position. The aircraft is then in 
the same situation as halfway a loop. The rest of the split-s turn is the same as finishing the 

second half of a loop maneuver. The aircraft will end up flying normally in the opposite direction 

with regards to the situation just before the maneuver was started. 
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Immelmann turn 
 
An Immelmann turn is almost the same as a split-s, but then the other way around. In fact it 

starts with a half loop. When the aircraft is halfway a loop it flies in the opposite direction with 

respect to the situation just before the loop started. It also flies upside-down. The Immelmann 
turn ends with turning the aircraft around its longitude axis, so it turns from upside-down to a 

regular flight. The difference with the split-s maneuver is that the aircraft will end up at a 
higher altitude, but with a lower speed. 
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3. Software design 
 

3.1. Model 
 

3.1.1. The one-to-one dogfight situation 
 
This project is about an agent that can handle a one-to-one dogfight situation. In a one-to-one 

dogfight situation there are two airplanes flying in the air. For both, the goal is to remain 

unharmed and eliminate the other. This requires two skills: defending, make sure the enemy 
cannot shoot you down, and attacking, try to shoot down the enemy. There are no fixed roles. 

It is just like a soccer match. One time you are in a defending position and the next minute you 
are attacking. 

 
The whole dogfight is actually about strategy and airplane control. It is necessary to get in a 

good shooting position first, before it is possible to shoot down the enemy. With modern 

combat aircrafts this is not always necessary, due to for example help of guided missiles, but 
the dogfight situation in the computer game MSCFS is more like a dogfight as it was in the time 

of World War II. 
 

In this project the actual shooting is left out, so we can fully concentrate on the flight behavior 

and tactics of the agent. The goal of the agent will no longer be to shoot down the enemy, but 
to get in the best shooting position, which is right behind the enemy and flying in the same 

direction. 
 

3.1.2. The reasoning model 
 
The agent must act in the situation described before. The model for this agent is based on the 

model of a reflex agent. This is not a very complex model, but that does not mean it is a bad 
model. In a ‘real-life’ dogfight situation, but also for example in many highly reactive sports, like 

karate, human actors are also trained to use their reflexes, because fast reaction is often more 

important then choose the best move. Furthermore such a reflex model is not very difficult to 
implement. This is mentioned more often in this report, but one of the goals of this project is 

‘that it really works’. Therefore it is a good choice to choose rather simple models to create a 
working agent in the first place. Then it will be possible to improve this agent later on.  

 

The reasoning process is continuously. The agent performs one reasoning cycle and when this 
is finished, it starts another one. It keeps on reasoning until the game is finished. One whole 

reasoning cycle is shown in Figure 6. This figure shows that the agent first gets all its 
information from the ‘environment’. In this case the ‘environment’ is the simulator. The next 

step in the reasoning cycle for the agent is to be aware of the current situation. The agent 

calculates certain angles and ranges and tries to recognize whether it is in an attack, a defend, 
or another kind of situation. Thereafter the agent can use this information and try to decide a 

strategy. This strategy consists only of one maneuver that is best to execute at that moment. 
After this is decided the maneuver must be executed. This is the last step the agent takes in the 

‘reasoning cycle’. The execution is performed by setting the right values for the input control 
parameters in the simulator. 
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This execution influences of course the ‘environment’. The agent will wait a few milliseconds 

before the changes are really noticeable in the ‘environment’. Meanwhile the opponent might 
also perform some action, but maybe this is not the case. This is uncertain for the agent. 

Whether one or both of the players performed an action or not, the locations, directions, etc of 
both airplanes change anyway. So after a few milliseconds the agent needs to start the whole 

reasoning cycle again. 

 

agent

environment

Current situation:
distance
positioning angles
attack/defend situation

Strategy:
best maneuver to execute in
current situation

Execution:
Try to execute the current
strategy as optimal as
possible

Own aircraft:
altitude, longitude, latitude
heading, pitch, bank
speed

Enemy aircraft:
altitude, longitude, latitude
heading, pitch, bank
speed

Aircraft environment
ground altitude

 

Figure 6: model of the dogfight agent 

 
Environment 
 
The ‘environment’ in the model stands for the simulator. In this environment two airplanes are 

flying, the one the agent is controlling and the enemy aircraft. Furthermore there is a 

surrounding space where both aircraft are flying in. Currently the only interesting parameter in 
the surroundings is the ground altitude. Both aircraft have the same parameters. The more 

important ones are shown in Figure 6. All this data can be retrieved by the agent, but the 
actions of the agent do not change all these parameters. Only the parameters of the own 

aircraft change because of actions of the agent. But of course the parameters of the enemy 

aircraft also change constantly due to an external and non-accessible factor: the actions of the 
enemy. 

 
This environment is rather complex for an agent [Russell, 1995]. First of all the environment is 

nondeterministic. The agent can decide whatever it wants, but it is not possible to know the 
actions the enemy is going to take. Even the outcome of the agents own actions regarded to its 

own aircraft cannot be exactly known. Furthermore the environment is dynamic. Also when the 

agent does not take an action the environment changes. Both airplanes are always in motion. 
Another feature of the environment that makes it more complex is that all interesting 

parameters in the environment are continuous. A less complex feature of this environment is 
that there are no errors, uncertainty, or missing values in the data. Therefore it is not necessary 

to use a probabilistic approach in this project. It might, of course, be interesting so see whether 

a probabilistic approach can be successful for a dogfight agent, but this is beyond the scope of 
this project. 
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Agent 
 
The agent consists of the necessary parts for percepting, reasoning and acting. The percepting 

means for this agent that is retrieves the data out of the ‘environment’. The reasoning consists 

of all steps taken to recognize the situation out of the data retrieved from the environment, 
decide a strategy based on the available data about the current situation and finally find the 

right values for the input control parameters of the airplane. Acting means for this agent takes 
the right values for the input control parameters and sets these in the ‘environment’. This will 

result in the airplane really executing the planned maneuver. The description of the agent will 

be more detailed in the next sections. 
 

3.2. System architecture 
 
The goal is to create an agent for a one-to-one dogfight. The MSCFS has a multiplayer option 

that enables this one-to-one dogfight. The MSCFS will run on two different computers with a 
multiplayer game. These two computers are connected via a TCP/IP network. 

 
On ‘computer 1’ the agent computer program will run with two different parts: the ‘Bot Basics’ 

and the ‘Bot AI’. The Bot Basics part will keep track of all the necessary data and it will 

exchange some of this data with the MSCFS and also with the other player. The Bot AI part 
does all the intelligent work so that the bot tries to defeat the opponent. 

 
On ‘computer 2’, a normal human player can also do the work of the Bot AI part. The Bot 

Basics will still run in order to exchange data with the opponent. This way the agent can fight a 

human player or another software agent. The other software could be exactly the same, or it 
could be a different agent. For example someone else could create an agent. In that case the 

Bot Basics part must be the same, so communication between both players is possible. But the 
Bot AI part could be very different and by fighting against each other the capabilities of the two 

different bots could be compared. 
 

Computer 1

Player 1 TCP/IP
network

Microsoft Combat
Flight Simulator

Bot AI Bot
Basics

Computer 2

Player 1

Microsoft Combat
Flight Simulator

Bot AI Bot
Basics

Multiplayer game

Data exchange

 

Figure 7: System architecture 
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The Bot Basics part will always be necessary, also when a human is playing at computer 2. This 

is because it is not possible to read data about the opponent’s airplane out of the MSCFS. Only 
data about the agent’s own airplane, for example the altitude, the speed and the position can 

be read out of the MSCFS. To let the agent find an appropriate strategy, it must also have these 
data of the opponent’s airplane. The exchange of these data between the two players is one of 

the tasks of the Bot Basics. Therefore the Bot Basics part will always be active on both 

computers. 
 

3.3. Agent architecture 
 
In this chapter the architecture of one single agent is described. 

3.3.1. Layered architecture 
 
The agent’s architecture of is build up in five layers. The abstraction level of the design 

increases with higher layers. The five layers are grouped into three parts: External, Bot Basics 
and Bot AI. This layered architecture is based on the Subsumption architecture of Brookes 

[Brookes, 1989]. The Subsumption architecture is used more often for fully autonomous agents 
and resembles the behavior of some insects, which can operate successfully with only a basic 

set of rules and an hierarchical control structure. 

 

External

Bot Basics

Bot AI
Control layer5th

1st

2nd

3rd

4th

External layer

Input / output layer

Knowledge layer

Intelligence layer

 

Figure 8: Layered architecture 

 

The External layer is actually not a part of the agent itself, but it is an essential part of the 

architecture. This layer includes two external programs that are necessary for the agent to 
function properly: the MSCFS and the opponent’s agent software, with or without Bot AI. 

 
In the Bot Basics part there are two layers. The Input/output layer will handle all the IO with 

the two external programs. The Knowledge layer keeps track of all the dynamic data. There is 

data about the airplane, the opponent’s airplane, and higher-level data produced by other parts 
of the bot. 

 
The Bot AI part has the two highest layers in the architecture. The Intelligence layer includes all 

the intelligence of the bot. In this layer all reasoning takes place. There are four different parts 

in the intelligence layer: Situation Recognizer, Predictor, Decision Maker and Executor. As it is in 
the real world, there is only one thing higher than intelligence and that is control. The Control 

layer does not have any intelligence at all, but it controls all other parts of the bot. 
 

Figure 9 shows how all layers are divided into objects. There are ten objects in the architecture. 
Five of them are active, the other five are passive. The active objects will be implemented in a 

thread and will remain active as long as the bot program is running. The passive objects will 
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only act when one of the active objects will ask for it, and they will not be implemented in a 

separate thread. The two external objects are active because these are separate computer 
programs. The three internal, active objects are threads. The Controller is a separate thread 

that keeps control of the agent’s work. The Communicator is an active thread, so that it can 
exchange data with the opponent all the time. Also the Knowledge centre is an active thread. 

This thread exchanges data with the MSCFS via the FSUIPC object constantly. 

 

Controller5th

1st

2nd

3rd

4th

Knowledge center

Situation Recognizer Predictor Decision Maker Executor

FSUIPC Communicator

OpponentMicrosoft Combat Flight Simulator

 

Figure 9: Object architecture, information flow and control flow 

 

3.3.2. Information and control flow 
 

Figure 9 also shows the information and control flows between the different objects. The thick 
white arrows represent information flow. The thin black arrows represent control flow. Notice 

that the information always flows in both directions. The control always flows in one direction. 
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3.4. Objects 
 

3.4.1. Introduction 
 

In this chapter the design of all the objects will be described. The two external objects and the 
FSUIPC object will not be described, for the simple reason that there will not be a design for 

these objects in the agent’s architecture. These objects just are what they are. All the active 

objects will be described in an activity diagram. The four objects in the Intelligence layer will be 
described shortly in how they cooperate with other objects. Their intelligence will be described 

in more detail in chapter 4. 
 

3.4.2. Communicator 
 
The Communicator will be a separate thread. The activity diagram for the communicator is 

presented in the figure below. The Communicator sends and receives airplane data with the 

opponent. The data is retrieved from the Knowledge centre and the opponent data is written 
into the Knowledge centre. All this is done five times a second, since the agent works best with 

up-to-date data. 
 

Communicator

Acquire own situation data

Send own data

Receive opponent data

Store opponent data

Sleep (200)

Knowledge
center

Opponent

uses

uses

uses

uses

Open TCP/IP Connection
uses

 

Figure 10: Activity diagram for the Communicator 

3.4.3. Knowledge centre 
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Also the Knowledge centre will be a separate thread. The knowledge centre retrieves data 

about the airplane from the MSCFS via the FSUIPC object. The data will be converted into easy 
to use values. This all will be done ten times a second. Apart from that, the Knowledge centre 

can get a signal from the Controller to write some data into the MSCFS via the FSUIPC. 
 

Knowledge center

(on activate)

Read raw data

Convert data

Sleep (100)

Write data

FSUIPC

us
es

uses

Controller

activates

 

Figure 11: Activity diagram for the Knowledge centre 

 
 

All the essential data is available in the Knowledge centre. The other objects can retrieve data 

from and write data into the Knowledge centre. There are three data levels: lower-level, 
middle-level and higher-level data. Figure 12 shows these three levels and the most important 

variables in each of the levels. 
 

All lower-level data is available for both airplanes, the bot its own airplane and the opponent’s 
airplane. The middle-level data is computed by the Knowledge center itself from the lower-level 

data of the two airplanes. Objects in the Intelligence layer create the higher-level data. 

 

Lower-level

Altitude
Latitude
Longitude
Ground altitude
Speed
Heading
Pitch
Bank
Elevator
Aileron

Middle-level

Range
Aspect angel
Angel off
Opponent’s angel off
Altitude difference
Bank difference
Pitch difference
Speed difference

Higher-level

Current maneuver
Situation awareness
Predictions
Planned maneuver
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Figure 12: Data in three levels 

 

3.4.4. Situation recognizer 
 

This object is responsible for the situation recognition of the agent. The situation recognition 
itself may be very complex or remain very simple. From the point of view of software design it 

is only important that the object exists and that there is one single method to activate situation 

recognition for the current situation. Furthermore it is of course important that situation 
recognition does not consume a lot of time, but this holds for all tasks of the agent. 

 

3.4.5. Predictor 
 

The predictor object must predict future values. Based on past and current values this object 
must predict these values for the next seconds. Again from a software design point of view the 

complexity of the AI algorithm used in the predictor is not very important as long as it can be 

activated. 
 

3.4.6. Decision-maker 
 
This object must decide which maneuver is best to execute. Each time step the Decision Maker 

is activated by the controller. Based on the current situation and eventually the predicted 
situation the Decision Maker must choose one of the available maneuvers. How this is done is 

described in section 4.3. 
 

3.4.7. Executor 
 
Executes the currently planned maneuver. Based on the current situation of the airplane and 

the planned maneuver, the control outputs (elevator and aileron) are computed that are 

needed to execute the planned maneuver. 
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3.4.7. Controller 
 
The Controller runs in a separate thread. The Controller itself does almost nothing. It only tells 

some other objects to do their work. The five other objects will be activated one-by-one. These 

objects are, in order, the Situation Recognizer, the Predictor, the Decision Maker, the Executor 
and the Knowledge centre. All these steps will be done once every 300 milliseconds. 

 

Controller

Activate Situation Recognizer

Activate Predictor

Activate Decision Maker

Sleep (300)

uses

uses

Knowledge center

Initialize Controller

Activate Executor

uses

uses

Let FB Data write data
uses

Situation Recognizer

Predictor

Decision Maker

Executor

 

Figure 13: Activity diagram for the Controller 
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3.5. UML class diagram 
 
The presented design can be put into a UML class diagram. Figure 14 shows a simplified UML 

class diagram of this project. It is simplified in the way that only properties and methods are 

included that are relevant for a good overview of the design. Most methods and properties that 
are only necessary in the implementation phase are left out. This includes class constructors, 

methods like ‘Initialize()’ and button variables in the Dialog class. Before private properties and 
methods is a ‘-‘, the publics have a ‘+’. Relations are presented by arrows. The ‘Dialog’ class 

has for example a property ‘controller’ of the ‘Controller’ class. This is shown by the light green 

arrow. Each relation is a one-on-one relation, therefore these numbers are not included in the 
figure. 

 
The class diagram can be compared to Figure 9. It is clear that there are not many differences. 

The Predictor is not available in the UML class diagram, because this object is not worked out 
any further in the design and implementation. Also the two external objects do not appear in 

the class diagram. This UML class diagram is not very new. All objects and there relations are 

already described in the previous sections. But this diagram does show that the design is 
translated to a class diagram without many changes. The implementation, which is described in 

chapter 5, will follow this diagram closely. 
 

 

+MakeDecision()
-Decision_LRG_RNG()
-Decision_SHO_RNG_ATK()
-Decision_SHO_RNG_APR()
-Decision_...()

-dlg
-data

DecisionMaker

+ExecuteManeuver()
-StraightFlight()
-Turn()
-MaxTurn()
-Looping()
-Immelmann()
-SplitS()

-dlg
-data

Executor

+Recognize()

-dlg
-data

SituationRecognizer

+Run()

-dlg
-data
-recognizer
-decisionmaker
-executor
+autopilot

Controller

+AddMessage()

-controller

Dialog

+Run()
+setData()
+getData()
+writeData()
-Convert()
+Log()

-fsuipc
-dlg
+all flight data

DataCenter

+Read()
+Write()
+Process()

FSUIPC

+Run()

-dlg
-data
-ip address

Connector

 

Figure 14: Simplified UML class diagram 
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4. AI design 
 

4.1. Situation recognition 
 

Situation recognition is actually the first task of an intelligent agent. Based on the situation the 

agent can decide to do something, or nothing.  
 

4.1.2. Lower- and middle-level data 
 
The situation of the agent can be defined by the values of all available data. The best 

awareness of the situation can only be achieved when for each data field the current value is 
known. This includes all three levels of data: lower-, middle- and higher-level data. The lower-

level data is perceived directly from the environment. The middle-level data can be computed 
directly from the lower-level data each time the lower-level data is perceived. This work is 

already done by another part of the agent: the Knowledge Center. 

 
Is does not require an AI technique to retrieve the lower- and middle-level data. Because the 

situation recognition is done in the intelligence layer, the responsibility for the lower- and 
middle-level data is for the Knowledge Center. The design and implementation of the situation 

recognition can be focused only on necessary AI techniques. 

 

4.1.3. Maneuver recognition 
 

To be fully aware of the situation it is necessary to be aware of the current maneuver and of 
the opponents maneuver. The maneuver that the bot makes itself is of course always known, 

but for training purposing it is necessary to be able to recognize the maneuver the aircraft is in. 
The maneuver that the opponent is making is of course always a subject for maneuver 

recognition. The recognition of these maneuvers is a part of the whole situation recognition. 
The recognition of the current maneuver is of course not so difficult when the agent decides 

itself which maneuver to execute. But recognizing the current maneuver of the opponent is of 

course more difficult. In [Mouthaan, 2003] situation recognition is done using Bayesian belief 
networks. This work however deals with situations like: ‘taking off’, ‘normal flight’ and 

‘dogfight’, and not with specific maneuvers. In [Capkova, 2002] neural networks are used to 
recognize the maneuvers: ‘going up’, ‘regular flight’, ‘turning right’, ‘turning left’, ‘going down’, 

‘parked’ and ‘taxiing’. The maneuver recognition in this project must be able to recognize all 

maneuvers available: 
• Straight flight 

• Straight flight upwards 

• Straight flight downwards 

• Going down 

• Turn left 

• Turn right 

• Extreme turn left 

• Extreme turn right 

• Looping 

• Split-S 

• Immelmann turn 
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The maneuvers are characterized by a set of features, such as the pitch, the bank, and the 

speed of the airplane. The distances between the features are rather big for most maneuvers. 
Therefore it is not really necessary to use more complex classifiers like a neural network or a 

support vector machine. A simple decision tree, as it is shown in Figure 15, will be sufficient.  
 

The only problem arises with the difference between a loop and a split-s maneuver and 

between a loop and an Immelmann turn. Big parts are exactly the same in these maneuvers. 
Therefore the loop maneuver is simply left out of the decision tree. This seems like a mayor 

flaw of the agent, but it isn’t. The maneuver recognition is not meant to be 100% perfect. It is 
only used, so the decision-making system can use the information about the opponent’s current 

maneuver. In fact this goes a little bit into the direction of prediction. Because when the current 
maneuver the opponent is executing is known, the decision-making system can anticipate not 

only on the current position of the opponent, but also on the position it will be in, in the next 

time step(s). But for this reason it is not very important whether the opponent is execution a 
split-s maneuver or the first part of a looping. In both cases the position of the enemy in the 

next time step will be the same. 
 

pitch

pitch

bankSplit-S turn Immelmann turn

>55

Turn right

else >20<-20

<-81.5 <-55 >81.5
else

Maximal turn left Turn left Maximal turn right

Straight flight downwardsStraight flightStraight flight upwards

else<-5 >5

 

Figure 15: Decision-tree for maneuver recognition 
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4.1.4. Position recognition 
 
Besides recognizing the maneuver of an individual airplane, the situation recognition includes 

recognizing the relation between the positions of the two airplanes. Figure 16 shows all the 

possible position relations. Again a decision tree is a natural choice to model the recognition of 
these position relations. 

 

altitude
difference

Long distance

<-90 or >90

else
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<60 and >-60
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else
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<60 and >-60
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else
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else
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split
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else
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Figure 16: Decision-tree for position recognition 
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4.2. Prediction 
 
Prediction is not included in the AI design and also not in the implementation. It is not essential 

for a basic working of the bot, however it can improve the results of the bot. It may be useful 

to predict the location of the two airplanes for future time steps or to compute the probabilities 
that the opponent will start some other maneuver. 

 

4.3. Decision-making 
 

4.3.1. Decision-making mechanism 
 
Decision-making is maybe the most intelligent process inside of the bot. Based on the current 

situation the bot needs to decide the next maneuver to execute. The decision-making will be 
done by a set of logical rules. The big advantage of rule-based decision-making is that humans 

can understand it quit easily. This is especially the case compared to numerical or connectionist 
techniques. Rules can be created by humans, but rules can also be generated by computer 

algorithms en then still be understood by humans. All this makes a rule-based system very 

suitable for a first prototype. 
 

The rule-based decision system can be viewed in the Figure 17. The current situation is 
represented by a list of parameters en their current values. Based on the values of these 

parameters, the rule-based system decides which maneuver will be executed in the current 

situation. This mechanism is repeated every time step. 
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Rule-
based
system

Parameters:

Altitude
Latitude
Longitude
Ground altitude
Speed
Heading
Pitch
Bank
Elevator
Aileron
Enemy altitude
Enemy speed
Enemy pitch
Enemy bank
Range
Aspect angel
Angel off
Enemy angel off
Altitude difference
Bank difference
Pitch difference
Speed difference
Current maneuver
Current situation
Predictions

Decisions:

Straight flight
Turn left
Turn right
Maximum turn left
Maximum turn right
Looping
Split-S
Immelmann turn

 

Figure 17: Rule-based decision mechanism 
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4.3.2. Acquisition of rules 
 
The most difficult task in creating a rule-based system is the acquisition of the rules. This 

knowledge can be acquired in different ways: 

• Entered by domain experts 

• Learned by observing experts 

• Learned by experience 

 
In case of entering rules by a domain expert the expert must be capable of extracting well-

defined rules out of his domain knowledge.  For example: 
 

 “IF angle off > 0 THEN turn right” 
 

This method requires extensive domain knowledge. In [Andriambololona, 2003] a decision tree 

is presented that contains some basic decisions for a dogfight situation. The biggest advantage 
of this method is that it is not difficult to implement. 

 
Another method is to learn decision rules by observing experts. In this case it is necessary to 

log data about the current situation of an airplane flown by an expert and of the maneuver the 

expert decides to make in that situation. In this method it is necessary to use software like 
Matlab to analyze the logged data and to extract decision rules out of it. When these rules are 

extracted, they are, just as in the previous method, not difficult to implement. Learning decision 
rules by observing experts is for example used in [Lent, 1998]. 

 

The third method is a bit more complex. In this case the decision-making system should have 
enough experience to make the right decision. From each experience the system should learn 

whether it made the right or the wrong decision. When a human expert tells the system 
whether a decision was right or wrong, this is called supervised learning. Unsupervised learning 

means the system knows by itself whether a decision was right or wrong. An AI technique to 
make an agent learn unsupervised is genetic selection [Spronk, 2003]. Another possibility is to 

use a function that evaluates the situation each time step and can learn that way whether a 

previous decision was good or bad. This function is called a fitness function. A fitness function 
in a dogfight agent could be based on the position recognition. A ‘small distance attack’ 

situation for example is obviously better than a ‘small distance neutral’ situation, which is on its 
turn better than a ‘short distance defend’ situation. 

 

Learning by experience in a dogfight agent however is a complete research subject by itself. For 
a successful prototype of a dogfight agent it is necessary that each part of it works at least at a 

basic level. Learning by experience is complex en it is difficult to get at least a reasonable 
result. It is therefore not a good choice for the first prototype, because it is not sure that it is 

possible to get it work within the time limits of this project. 
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4.3.3. State-based decisions 
 
To make the decision mechanism and specifically the acquisition of the decision rules easier, 

the decision mechanism will be divided into different states. Each state will correspond to one 

of the positions described in section 4.1.4. For each state there will be a different set of 
decision rules.  

 

State: Long distance

Rule-
based
system

Altitude
Range
Aspect angel
Angel off
Altitude difference
Speed difference

Straight flight
Turn left
Turn right

 

Figure 18: Rule-based system for long distance state 

 

State: Small distance - defend

Rule-
based
system

Altitude
Ground Altitude
Speed
Bank
Pitch
Enemy bank
Enemy pitch
Range
Aspect angel
Angel off
Enemy angle off
Altitude difference
Speed difference

Maximal turn left
Maximal turn right
Looping
Split-S
Immelmann turn

 

Figure 19: Rule-based system for small distance - defend state 

 
For example a rule in the ‘small distance attack’ situation might be: 

 
 IF angle off < -5 and 

   aspect angle < 0 and 
   bank of the enemy < 30 

 THEN make a maximal turn left 
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4.4. Execution 
 

4.4.1. Execution of a maneuver 
 

The decision-making system decides which maneuver will be executed. After this the selected 
maneuver must be executed by an execution system. The agent cannot order the aircraft 

directly to make, for example, a turn left. The agent can only use the elevator and aileron 

parameters to perform the desired maneuver (see section 2.3.2). The agent must be able to 
execute all maneuvers described in section 2.3.3. Most maneuvers are different from each 

other, not only in their result, but also in the approach of the pilot. A looping, for example, 
requires a good starting situation. Thereafter, the only action needed is to pull the elevator and 

wait until the maneuver is completed. A turn, on the contrary, needs constantly small 

adjustments to control the bank of the aircraft properly. For these reasons the execution of 
each maneuver will be separately designed and implemented. 

 

4.4.2. Learning maneuvers by observation 
 

To get the agent flying the airplane, with the desired maneuver, using only the elevator and 
aileron is not a straightforward task. It is possible to change the elevator or aileron a little bit 

each time step until the aircraft flies in the desired position. This method is used by [Tamerius, 
2003]. With this method it will be difficult to find suitable values for the changes in elevator and 

aileron. It will also be very difficult to get a very quick reacting agent. Another option is to use a 

neural controller as described in [Liang, 2004]. With a neural controller it is not necessary to 
find suitable values for changes anymore. But the results of [Liang, 2004] show that it is still 

not very easy to create a highly reactive agent that is able to react fast enough to survive in a 
dogfight situation. Therefore in this project the execution of maneuvers is created by learning 

from experts, by observing how an expert executes maneuvers. This will result in a direct 

mapping between the control parameters, elevator and aileron, on one side and both the 
current maneuver and desired maneuver on the other side. 

 
For this purpose a log file is created from a flight by a human expert. The logfile contains the 

values of relevant flight parameters for a large number of consecutive time steps. The expert 
executed maneuvers like nice steep turns, straight flights, but also complete random flights.  
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Figure 20: Relations between altitude (1), altitude change (2), speed (3), speed change (4), pitch (5), 
pitch change (6) and elevator (7) in a random flight.  

 
From Figure 20 it is clear that some parameters are related to each other, even in a random 

flight. It is possible to find relations between the input parameter elevator and flight parameters 
that are necessary to fly specific maneuvers. For example from the figure above it is clear there 

is a relation between altitude change (feature 2) and the pitch (feature 5). There is also a 

relation between pitch change (feature 6) and elevator (feature 7). Using these two relations it 
is possible to get the airplane to a specific altitude, fast and smooth, with only updating the 

elevator value constantly according to a value found by the mapping. 
 

4.4.3. Mappings of input controls on desired output parameters 
 
The agent should be able to know the value of the input control that will result in a desired 

value of an output flight parameter. This can of course be done by training a neural network on 

the logged data. For the prototype we will use a less complex technique. With polynomial 
regression it is possible to find a polynomial function that expresses the relation between 

parameters. This method is not difficult to implement and will result in a fast and determined 
reaction of the prototype agent.  

 
For example during a flight the agent could desire an altitude change. To change the altitude, a 

certain pitch is necessary. The relation between altitude change and pitch is also visible in 

Figure 20 (features 2 and 5). A positive altitude change needs a negative pitch value (the 
airplane will go up with a negative pitch value). But this is not the end. It is not possible to set 

the pitch value, but a desired pitch value can be achieved by setting other parameters. Figure 
20 also shows that there is a relation between pitch change and elevator. This relation can be 

useful, because the elevator finally is a parameter that can be controlled directly by the agent. 
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To find suitable relations and functions it is possible use regression. Table 1 shows de mean 

squared error (MSE) and de R2 statistic for functions that map a variable onto the pitch change 
parameter. The errors are found using a 10-fold cross validation. The functions are polynomials 

with dimensions 1 till 4 that are found using polynomial regression. 
 

Table 1: MSE en R2 statistic for mapping onto pitch change with n polynomial regression 

 altitude altitude change speed speed change pitch 

 MSE R2 MSE R2 MSE R2 MSE R2 MSE R2 

1 2.31E+04 84.12 2.33E+04 3858.30 2.34E+04 1576.70 2.14E+04 11.85 2.34E+04 220.26 

3 2.28E+04 34.78 2.33E+04 471.60 2.34E+04 630.02 2.15E+04 11.79 2.34E+04 204.37 

3 2.08E+04 8.54 2.34E+04 381.75 2.31E+04 50.20 2.11E+04 9.76 2.35E+04 186.07 

4 2.07E+04 8.23 2.34E+04 283.61 2.31E+04 45.01 2.11E+04 9.78 2.35E+04 165.28 

           

 pitch change bank bank change elevator aileron 

 MSE R2 MSE R2 MSE R2 MSE R2 MSE R2 

1 3.18E-26 1.00 2.34E+04 565.68 2.30E+04 52.43 2.05E+04 7.80 2.30E+04 44.63 

3 8.41E-26 1.00 1.70E+04 3.68 2.30E+04 46.80 2.03E+04 7.40 2.30E+04 43.89 

3 3.81E-26 1.00 1.68E+04 3.53 2.30E+04 45.64 2.02E+04 6.87 2.30E+04 41.59 

4 1.24E-25 1.00 1.68E+04 3.52 2.30E+04 45.18 2.03E+04 6.83 2.30E+04 40.91 

 
 

The MSE for the function that maps the pitch change onto the pitch change itself is of course 
almost 0 (it is not exactly 0, due to rounding errors in the learning algorithm), and the R2 is 1, 

which is the best value for the R2 statistic. A lower MSE means a larger relation between the 
two parameters. A surprise is the strong relation between the bank and the pitch change. The 

most important conclusion of this table is that there is a reasonable 2 or more dimensional 

function between elevator and pitch change in the random flight logged data. Always when this 
method results in a low MSE and a R2 near to 1 there is a relation between the two parameters 

that is possibly useful. 
 

A little bit more advanced possibility is to use 2 flight parameters as input for a function to find 

a good value for another parameter. Table 2 shows that the errors become lower when we use 
the elevator in combination with the current pitch or in combination with the current bank to 

find create a function for the pitch change. 
 

Table 2: MSE and R2 for polynomial regression with two variables 

 
pitch & 
elevator 

bank & 
elevator 

 MSE R2 MSE R2 

1 6.02E+07 6.91 6.15E+07 7.59 

3 5.62E+07 4.72 4.63E+07 2.95 

 

 
The results look better, specifically when the bank is used in combination with the pitch change, 

but unfortunately the use of functions with two input parameters resulted sometimes in strange 
behavior of the airplane. But nevertheless it seems there is a big influence from the current 

pitch and even more from the current bank on the pitch change. 
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Another way to model the influence of the bank on the pitch change and the required elevator 

control is to find different functions for situations with a different bank. Therefore a separation 
is made between situations when the bank is not very high or low, but closer to 0 (this occurs 

when the airplane is flying relatively straight) and when the bank is very high or low (this 
occurs when the airplane is in a turn). For this purpose we could use the data that is logged 

only during specific maneuvers. For example, when the airplane is already in a turn and thus 

has a bank that is far from 0, the following function can be used: 
 

  needed_aileron = f(x = desired_bank_change) = 1.115x3 + 6.236x2 - 1153x – 2745 
 

When the airplane is currently flying straight the next function is better: 
 

  needed_aileron = f(x = desired_bank_change) = 2.000x3 – 3.300x2 - 1466x – 341 

 

4.4.4. Different functions for different maneuvers 
 

In section 4.4.1. it is described that it is better to create different maneuvers separately. 
Therefore also different functions are created for different maneuvers. For example: There will 

be a separate part of the implementation that can execute a ‘turn left’ maneuver. When a ‘turn 
left’ is desired in the next time step, the first interesting thing is whether the airplane is already 

in a ‘turn left’ situation. When this is not the case, the agent must try to get the airplane into a 

‘turn’ position by changing the bank of the airplane. A function that was found with the 
regression described above is used to find the appropriate aileron value. Furthermore the agent 

raises the elevator value already a little bit. Normally the agent will decide to continue the ‘turn 
left’ maneuver some consecutive time steps. When the agent already is in a ‘turn left’ position 

another function is used that finds a good value for the aileron just to keep the airplane in the 
turn. Notice that appropriate action is always needed to adjust the aileron value and keep the 

airplane in a nice turn also when it already is in a turn position for a long number of consecutive 

time steps. In case the airplane already is in a turn left position, the elevator can then be set to 
maximum to make the turn very steep. 

 
In most cases the strategy to execute a maneuver will be to get the airplane in the appropriate 

position first and thereafter use other functions found by regression, specifically to optimize the 

maneuver in case the airplane already is in the desired position for that maneuver. 
 

4.5. Example 
 
In the previous sections the reasoning process and all aspects of it are described. An example 

might give a clearer view on how this reasoning process actually works. This example is meant 
to give a clear overview of the reasoning process. It is not meant to explain specific decisions or 

maneuvers. The example will handle one whole ‘reasoning cycle’ as it is described in section 
3.1.2. Suppose both airplanes are in a situation as it is shown in Figure 21. In this situation the 

agent is close behind its opponent. 
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Figure 21: Top view of the starting situation in the example 

 

Step 1: data retrieval 

 
Up-to-date data is very important in a highly dynamic environment. The Knowledge center 

retrieves the last data from the MSCFS continuously in a separate thread especially for this 
purpose. Another thread, the Communicator, communicates with the opponent, so also that 

part of the data is always up-to-date. Keeping the data up-to-date is a continuous process and 

this process is in fact independent of the rest of the agent. Whether the agent is reasoning or 
not, data retrieval will always take place. So actually this data retrieval is not really step 1 in the 

reasoning process, because data retrieval happens all the time, and even more often than the 
reasoning itself. Instead of data retrieval, step 1 could be: ‘having up-to-date data available’. 

 
Step 2: situation recognition 

 

The first intelligent task for the agent is situation recognition. The Controller tells the Situation 
Recognizer to start. All lower-level data (see Figure 12) is already available. Also the middle-

level data is already computed out of the lower-level data. The Situation Recognizer must 
recognize the maneuver the opponent is making and the position of the agent related to the 

opponent. Suppose the decision-tree for maneuver recognition finds out the opponent is 

making a ‘turn right’. The decision-tree for position recognition will recognize a ‘small distance 
attack’ situation. This position is quite obvious, because the agent is close behind its opponent. 

Both, the opponent’s maneuver and the agent’s position, are stored in the Knowledge center. 
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Step 3: decision making 

 
When the situation recognition is completed, the Controller will start the Decision Maker. 

Because the agent is in a ‘small distance attack’ situation, the corresponding decision system 
will be used. In the case of a ‘small distance attack’ situation some important parameters are: 

• The ‘angle off’ (about -12 in this example) 

• The ‘aspect angle’ (about +15) 

• The opponent maneuver (turn right) 

 
In this case the following rule will apply: 

 IF angle off < -5 AND 

   aspect angle > 0 AND 
   opponent maneuver == turn right 

 THEN start a turn right 
 

The reason for this decision is as follows. Although the opponent is yet on the left side in front 

of the agent, the opponent is at this moment making a turn right. The opponent will be soon 
right before and thereafter on the right side of the agent’s airplane when the agent would fly 

straight ahead. A turn left would lead to the same, but then a bit faster. When the agent starts 
a normal turn right, not a steep one, the agent will end up straight behind the opponent, which 

is the best position. Of course, things can end up different due to unexpected events, like an 

unexpected change of maneuver from the opponent, but in that case the agent will get another 
chance to recognize this a few milliseconds later. In most cases the decision in this example will 

be a good decision. 
 

Step 4: maneuver execution 
 

It is again the Controller that starts the Executor. The Executor must find the right values for 

the input control parameters, so the airplane in the game will execute the maneuver that is 
chosen by the Decision Maker. In this example the chosen maneuver is a turn right. The 

Executor has a specific function for each maneuver, so in the example the function for the 
‘normal’ turn right is used. In a turn right maneuver the desired bank of the airplane is 78. With 

this bank the airplane makes a nice turn without losing height. In the function the difference 

between the current and the desired bank is used to calculate the best aileron. Suppose the 
current bank of the airplane of the agent is 0, because the airplane flies straight, the difference 

between the current and the desired bank is 78, which is a big difference. The aileron that is 
returned by the function will also be very large, but the maximum aileron to use in MSCFS is 

16000. Therefore this maximum value is used. The other input control parameter, elevator, is 
not calculated in the turn right maneuver. A human pilot will normally use the maximum 

elevator in a turn. This makes the turn nice and steep. But when the airplane is not yet in the 

turn position, an average elevator is used. An average value for the elevator in MSCFS is 12000. 
Altogether the Executor found the values 16000 and 12000 for the aileron and the elevator in 

this case. 
 

Step 5: sending data 

 
The final step is sending the data to the MSCFS. The Controller signals the Knowledge center to 

send the data after the Executor has finished. The Knowledge center uses the FSUIPC object to 
send the values 16000 for the aileron and 12000 for the elevator to the MSCFS. 
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Further on 

 
After the data is send to the MSCFS the agent waits a few milliseconds. In this time some small 

changes will occur in the situations of both airplanes. This is because of the speed both 
airplanes already have and also because of the actions the agent and maybe its opponent took. 

After this the agent starts again from step 1: retrieving data. In most cases the situation will 

not be changed so much within the few milliseconds. In that case the agent will still be in a 
‘small distance attack’ situation and it will again decide to make a turn right. But of course it 

could be that the situation changed a bit more. It could be for example that the agent is still in 
a ‘small distance attack’ situation, but meanwhile the opponent changed its maneuver from a 

turn right into a turn left. This might cause the agent to decide to start another maneuver. It 
will never be very clear for the agent how the situation will be in the future, but it gets to 

recognize the situation and decide for a maneuver each few milliseconds again and again.  
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5. Implementation 
 

5.1. Used software 
 

5.1.1. Microsoft Combat Flight Simulator 
 
Microsoft Combat Flight Simulator (MSCFS) is a computer game for the Microsoft Windows 

platform. The game is a flight simulator in the line of all the Microsoft flight simulators. These 

simulators are rather realistic in graphics, simulated situations and, also very important, flight 
characteristics. This makes these flight simulators very well suited to use for training of pilots 

and also for scientific research, as it is done in the ICE project. 
 

The MSCFS differs from the normal flight simulator in that it is a sort of First Person Shooter 
game. The first person is the pilot of an airplane and his mission is to shoot down the enemy 

airplanes, with or without the help of friendly airplanes. It is also possible to play in a 

multiplayer game. This option is used in this project to let a computer agent fight against a 
human person or against another computer agent. 

 

5.1.2. FSUIPC 
 

The Flight Simulator Universal Inter-Process Communication (FSUIPC) module is a DLL-file that 
can be loaded together with a Microsoft Flight Simulator. When loaded it makes it possible for 

another software program to communicate with the Flight Simulator about a large number of 

variables. It is possible for example to retrieve the current values of the weather, the location of 
the airplane or of flight-related variables like the current speed, direction, or bank of the 

airplane. This makes the FSUIPC module ideal for logging of flights. 
 

It is also possible to set certain variables. Not all variables can be set. Generally something can 
only be set, when it would be possible in a normal airplane. For example is it not possible to 

change the altitude of an airplane, but it is possible to set the lights turned on or to set the 

elevator control. A lot of third party software is written for Microsoft Flight Simulators that uses 
the FSUIPC module. An example is ALERT !! [Alert] that can randomly generate failures and 

unexpected events to make a normal flight a bit more ‘interesting’. In ‘The Real Cockpit’ [The 
Real Cockpit] the FSUIPC module is used to create a real cockpit for Microsoft Flight Simulators 

instead of an interface with a keyboard and a computer screen. In this project the FSUIPC 

module is used to let a computer agent control and airplane. 
 

5.1.3. Microsoft Visual C++ 
 
Microsoft Visual C++ is a development tool to create computer programs in C++. It provides all 

the features a modern development tool should provide. For the development of the agent in 
this project only basic features where needed. Microsoft Visual C++ gives nice overviews of all 

classes, methods and variables, but the existing computer code can also be used in a normal 
text editor together with a compiler. 

 



 40 

5.1.4. Matlab 
 
Matlab is a software program for technical computing. It is very suitable for programming 

complex computation, as they are for example necessary in data analysis. Furthermore it has 

extensive probabilities for data visualization. Matlab is based on a large number of commands, 
with which scripts or functions can be created. So actually Matlab is a programming language 

with a high abstraction level. 
 

The latest versions of Matlab include large libraries for all sorts of application domains. In this 

project Matlab is mainly used for data visualization and data analysis in research needed to 
create the AI components. For example data visualization is used to get a proper sight on the 

flight dynamics of the used airplane. Data analysis is used to create the proper functions that 
form the flight control. 

 

5.2. Implementation limitations 
 

The limitations of the bot will be discussed here to give a fair view on the capabilities of the 
implementation. Some limitations are already mentioned before, but they are mentioned here 

again to give a good overview. 

 

5.2.1. Only one type of airplane possible 
 

The implementation works only with one type of airplane. The flight behavior is based on data 
from earlier flights with that type of airplane, so it only works well when exactly the same type 

of airplane is used. 
 

5.2.2. No throttle settings possible 
 
In this project it was not possible to adjust the throttle. The throttle is one of the three most 

important control parameters together with the elevator and the aileron. It can be compared to 

the gas pedal in a car. To get around this problem the throttle remains always in the same 
state. Fortunately the throttle is automatically set to full when starting a multiplayer game. This 

is a good state to stay in during a dogfight. 
 

5.2.3. No flight possible after hit 
 
When an airplane is hit in the MSCFS game, its flight behavior changes immediately. This is of 

course very realistic, but it means that the bot cannot control the airplane anymore after one 
single bullet hit. For this reason shooting is not included in this project, so the airplanes will stay 

in the air much longer.  

 

5.2.4. No prediction implemented 
 

Prediction is included in the object design in section 4.3.1. However, due to time limitations 
prediction is not further considered in the implementation of this project. 
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5.3. Source code 
 
In this section the implementation of some crucial parts of the agent is described. Also some 

examples of the C++ code are given. After the whole design is described in chapter 4, these 

descriptions and examples give a deeper insight in how the application really works. 
Furthermore one can see that the implementation follows the design quit closely. 

 

5.3.1. Data retrieval 
 

Data retrieval is done in a separate thread. Every 100 milliseconds all necessary values are 
retrieved out of the MSCFS via the FSUIPC module. Because many values are not in the best 

usable format it is necessary to convert those values to a more usable format. 

 

 
 

5.3.2. Data exchange 
 

The ‘Communicator’ module of the bot exchanges data with its opponent every 200 
milliseconds. This data exchange is done with one single string that includes all necessary 

values separated by spaces. After socket initialization is done this code can continue sending 
and receiving data. Notice that one of both sides needs to receive data first, before the lines of 

code below can be executed. This is done in the initialization of the connection.  
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5.3.3. Control 
 
The ‘Controller’ is not a very complex thread. After all necessary initialization is done it only 

needs to let the AI components do their work in the appropriate order. 

 

 
 

 

5.3.4. Decision-making 
 
As it is prescribed in the design, there is a separate decision-making function for each possible 

situation. This makes the decision-making reasoning easier to design and to implement. 
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At this moment all functions are created by a decision-tree, which is simply implemented by a 

lot of ‘it-then-else’-statements. In the code one can see that, besides the maneuver to execute, 
a desired heading (variable data->deshdg) is set. This can be done to optimize the maneuver to 

execute and keep track of the opponent more precisely. Besides a desired heading also a 
desired altitude can be set. 
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5.3.5. Maneuver executing 
 
The execution of a maneuver is done with the help of a number of polynomial functions. In the 

figure below, some of the code of the maximal turn maneuver is presented. Two lines of code 

are not completely presented here, because that just doesn’t fit nicely in this report. In this 
piece of code some extra adaptations are made to get a nice flying airplane. Most of these 

adaptations are found more or less by try out some different possibilities. 
 

In the piece of code below, first the difference between the desired and the current bank is 

computed. In a maximal turn maneuver the desired bank is 85 degrees. Because a desired 
altitude can be set together with the decision-making for the maneuver to execute, it is possible 

that the airplane needs to go a little bit up or down in the turn. A bank lower then 85 will cause 
the plane to go up, whereas a higher bank will cause the plane to go a little bit down. To keep 

the turn as close to a maximal turn as possible, the desired bank will be responsible only for 1/3 
of the bank, 2/3 will be caused by the best bank value for a maximal turn: 85. 

 

Another surprising point is that there are two different functions for the two different directions 
in which a maximal turn can be taken, left or right, represented in the code by the variable ‘dir’. 

One would expect that the actual function will be the same for both directions and that only a 
minus sign must be placed in case of one of the directions. But it appeared that from the 

polynomial regression, different functions showed up for going left or right. It also appeared 

that these two different functions performed better in practice compared to one single function 
with an eventual minus sign. 
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6. Experiments and results 
 

6.1. Introduction 
 

This project resulted in an implementation of the dogfight agent. The implementation can really 

play in a Microsoft Combat Flight Simulator multiplayer game. The agent is tested in a few 
different scenarios. These test scenarios and the results of the agent are presented in this 

chapter. 
 

6.2. Test scenario 1: Straight flight 
 

6.2.1. Scenario 
 

In the first test scenario the agent will have to take it up against a human player. The human 
player will only fly a straight flight, so it should not be too difficult for the agent to get in a good 

position behind the human player.  
 

6.2.2. Results 
 
Figure 22 shows consecutive top views of the paths of both aircrafts. Each view covers 12 

seconds. The path of the human player is purple, that of the agent is blue. The agent first takes 

a small turn right, to head awards the enemy (see Figure 22: view 1). Thereafter it takes a turn 
left, and finally the agent ends up in the best possible position: close behind the enemy.  

 

 

Figure 22: Straight flight / top view / 0-12s, 6-18s, 12-24s, 18-30s 
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6.2.3. Conclusion 
 
This test scenario does not seem to be a problem for the agent. Within only a few seconds the 

agent gets in a position right behind the human player and it stays there. This result does not 

show a lot about the agent’s decision-making skills, but it does prove that the agent is able to 
intercept an enemy and that its situation recognition and also its maneuver execution work, 

otherwise it would not be possible for the agent to succeed in even this simple test case. 
 

6.3. Test scenario 2: Turns 
 

6.3.1. Scenario 
 

This test scenario will be a little bit more difficult than the previous one. The human player will 
make some turns left and right. The human player will not make very much or very steep turns, 

but anyway it will become a little bit more difficult for the agent to get and stay in a position 

close behind the human player. 
 

6.3.2. Results 
 

Figure 23 shows the consecutive flight path views. Each view covers 18 seconds. Again the 

human players path is purple, that of the agent is blue. The agent first makes a small turn left 
and thereafter needs one big turn right to get behind the enemy. It is a little bit far behind, but 

it rapidly gets closer by making shorter turns. 
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Figure 23: Flight with turns / top view / 0-18s, 12-30s, 24-42s, 36-54s, 48-64s 

 

6.3.3. Conclusion 
 

Equally to test scenario 1, test scenario 2 is perfectly handled by the agent. Test scenario 1 
showed that the agent could intercept an enemy. In this test scenario the agent is not tested in 

extreme situations, such as many steep turns. However this test scenario shows that the agent 
is able to make the right decisions in a situation with an active opponent. 
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6.4. Test Scenario 3: Heavy dogfight 
 

6.4.1. Scenario 
 

The third test scenario is a real dogfight. The human player will try to avoid attacks from the 
agent and will try to get close behind the agent himself. So this time the maneuvers of the 

human player will be as many and as steep as possible or wanted. This is the most difficult 

scenario that is possible. Only a better human player could make the scenario a little bit more 
difficult for the agent. 

 

6.4.2. Results 
 

The results of this test will again be described with a number of consecutive views. The views 
each cover 12 seconds. 

 

 

 

Figure 24: Dogfight / top view / 0-12s, 6-18s, 12-24s 

  
Both players are quit offensive and start by flying towards each other. After they met, both 

players start to turn around each other. 

 

 

 

Figure 25: Dogfight / top view / 18-30s, 24-36s, 30-42s, 36-48s, 42-54s, 48-60s 

 

The first turns of the agent are a little bit better then the turns by the human player, so the 
agent comes into an attacking position. At this stage the agent really is in a short-range-attack 

situation. The human player is in a defensive situation and tries to shake off the agent by 
making sharp turns. 



 49 

 

 

Figure 26: Dogfight / top view / 54-66s, 60-72s, 66-78s 

 

The human player tries a split-s maneuver to escape from the agent. This maneuver results in 

the sharp edge in view 1 of Figure 26. At this point the human player’s aircraft is moving mainly 
vertically, but this cannot be seen in these views. The agent is not misled by this all and is still 

able to follow the human player. 
 

 

Figure 27: Dogfight / top view / 72-84s, 78-90s, 84-96s 

 
Then the human player makes a maneuver unknown to the agent in which his aircraft looses 

height and makes a turn. View 1 of Figure 27 shows that the agent does not have an answer to 

this. The result is that the agent becomes in front of the human player. And the human player 
can start to follow the agent. In the views it looks like the agent ends up in a short-range-

defend situation, but because the human player is flying on a much lower altitude, the actual 
situation is short-range-higher. 

 

 

Figure 28: Dogfight / top view / 90-102s, 96-108s, 102-114s 

 

In this stage the human player goes to a higher altitude and so finally comes into a short-
range-attack situation. The agent is in a short-range-defend situation and tries to escape from 

this situation by making very steep turns. 
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Figure 29: Dogfight / top view / 108-120s, 114-126s, 120-132s 

  
 

The agent is better in making short turns and in this stage it already gets rid of it’s short-range-

defend situation and changes it into a short-range-neutral situation. 
 

 

Figure 30: Dogfight / top view / 126-138s, 132-144s, 138-150s 

 
At the end of this test scenario, the human player decides to fly away. The agent follows 

immediately. The whole test scenario took 2 minutes and 30 seconds. 
 

It is also interesting to see all the consecutive situations in which the agent was during the 

dogfight test scenario. Table 3 shows all these consecutive situations. For each situation the 
number of time steps in the agent reasoning process and also the number of real-time seconds 

is given. Each time step takes 300 milliseconds. The table shows that there were no intervals in 
which the situation constantly switched between certain states. Often the agent stayed in a 

situation for a number of time steps. Therefore we can call this a stable process. When this 
process would be very instable it could cause the agent to constantly change its plan. This 

would result in a not very effective flight. 
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Table 3: Consecutive situations during the dogfight test scenario 

situation time steps seconds 

middle-range-approach 39 11.7 

short-range-approach 13 3.9 

short-range-neutral 21 6.3 

short-range-attack 15 4.5 

short-range-neutral 4 1.2 

short-range-attack 35 10.5 

short-range-neutral 8 2.4 

short-range-attack 9 2.7 

short-range-neutral 2 0.6 

short-range-attack 67 20.1 

short-range-higher 60 18 

short-range-attack 9 2.7 

short-range-neutral 14 4.2 

short-range-split 1 0.3 

short-range-neutral 3 0.9 

short-range-higher 61 18.3 

short-range-neutral 2 0.6 

short-range-defend 27 8.1 

short-range-neutral 55 16.5 

short-range-approach 1 0.3 

short-range-neutral 31 9.3 

short-range-attack 46 13.8 

 

 
Figure 31 shows a graph of Table 3. Each situation has its own color. A wider block means a 

longer duration of that situation. This figure also shows that situation switches do not occur all 
the time. Only in the beginning there was some switching between the attack and neutral 

states. 

 

 
 

    middle-range-approach 

    short-range-approach 

    short-range-neutral 

    short-range-attack 

    short-range-higher 

    short-range-split 

    short-range-defend 

Figure 31: Graph of consecutive situations during the dogfight test scenario 

 
Another conclusion is that the agent spend much more time in an attack situation then in a 

defend situation. 

 



 52 

6.4.3. Conclusion 
 
This test scenario shows that the agent is able to recognize situations, make decisions and 

execute maneuvers in a highly reactive dogfight situation. The agent really is a competitive 

player in a one-to-one dogfight. In this test the agent seemed to be even a little bit better than 
the human player. At about second 10 and also at about second 110 it is clear that the agent 

improved its situation just by a better and faster reaction compared to the human player. The 
human player on the other hand performed better at about second 80. In this case the human 

player was more creative than the agent, which resulted in an advantage for the human player. 

 
The overview of situations the agent was in during the test scenario shows that the position 

recognition works fine together with the state-based decision-making. The position recognition 
decision-tree was build up by human choices. But the positions are divided in such a way that 

the agent is able to stay in a position for a certain amount of time. This seems quite obvious, 
but it could be that the agent would switch constantly between for example the ‘short-range-

neutral’ and the ‘short-range-attack’ situation. Such an unstable behavior is not effective and 

therefore not desired. 
 

6.5. Test scenario 4: Agent against agent fight 
 

6.5.1. Scenario 
 

In this test scenario the agent will fly against itself. This means that both players in the MSCFS 
game will be controlled by an agent of the same type. 

 

6.5.2. Results 
 

In Figure 32, view 1 shows that both agents fly towards each other in almost the same way. 
They start turning around each other in view 2.  
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Figure 32: Agent against agent fight / top view 

 

6.5.3. Conclusion 
 

Because they start the fight in the same manner and they both control their aircraft in the same 
way, the two agents end up flying circles around each other. Probably they will keep flying this 

way until one of both runs out of fuel. Probably, in such a scenario one of the agents can only 
end up in a winning position, when it had an advantage in the situation at the start. 
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7. Conclusions 
 

7.1. Rememorize the goals 
 

Before we draw conclusions about this project and its results, let us take a step back and 

rememorize the goals of this project: 
 

The goal of this project was, to create an agent that can be a competitive player in a one-to-
one dogfight situation in MSCFS. This goal consisted of three assignments: 

• A literature study about related projects 

• A model and a design of the agent 

• A prototype of the agent in the form of a C++ implementation  

 

7.2. Literature study 
 

Section 3.1 of this paper describes the literature study that was done. A more detailed 
description of this literature study can be found in [Solinger, 2004]. The literature study 

presents some projects in different areas that are related to this project. The literature study 

made clear that successful projects exist in all these different areas. However, most projects 
focus on one single aspect, whereas for a successful agent many aspects are important. This 

was already suggested in the project description in section 2.1 where the idea is proposed for a 
project in which some different aspects are combined in one single agent.  

 

The projects in the area of intelligence in computer games often focus on some more different 
aspects. The way an intelligent agent was created in these projects has been a source of 

inspiration for this project. For all different flight aspects of the agent more specific flight 
projects were inspiring. 

 

7.3. Model and design 
 

In the chapters 3 and 4 a model and a design are presented. The design is set up in such a way 
that it meets all requirements. First of all the agent will be able to ‘play’ the MSCFS without any 

human help. Another requirement on the behavior of the agent is that it will play ‘like a human 

player’. Therefore the agent can only act with the same set of parameters as a human player 
can. In other words: The agent cannot cheat. It cannot reach a higher speed or make a steeper 

turn or whatsoever compared to an expert human player. 
 

A modular design was required so that the current agent can be altered or extended in the 

future. This requirement is very well met in the current design. Each separate part of the agent 
is designed as a separate object. Also each single intelligent part is put into a separate object. 

With this design it will be quit easy to improve for example only the decision-making. Even a 
complete other way of decision-making will be possible. The current rule-based decision-making 

object can be replaced by for example a neural network decision system without the need for 
changing one of the other objects. Furthermore a whole new object in the intelligent layer will 

be possible without any changes in the other objects in the intelligent layer. In such a case only 

the Controller must be altered so that it activates the new object when necessary.  
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7.4. Implementation of a prototype 
 
A prototype is implemented according to the presented design. The prototype is fully functional. 

The performance of the implementation is actually quite good (see chapter 6). The prototype 

has become a ‘competitive player’ in a dogfight situation. Furthermore the implementation 
works real-time, as it was required, and does not take too much CPU time. This means that the 

implementation is really usable in practice. 
 

7.5. Total project 
 
The performance of the complete agent is dependent of the performance of each of the 

individual aspects of the flight automation process. This conclusion underlines the relevance of 
this project. By splitting the whole automation process into multiple elements it is possible to 

improve each of these individual elements. During the development of the prototype the 

performance of the bot increased significantly. Sometimes improvements in only one of these 
objects resulted in a big improvement in the performance of the bot. For example a small 

improvement in the ‘turn’ maneuvers once resulted in a competitive bot instead of a strange 
behaving airplane. It is also important to combine the elements in the right way to fully use the 

power of each of the individual elements. 

 
The overall goal of creating a competitive player for a one-to-one dogfight in MSCFS has been 

reached. The third test scenario, which is described in section 6.4, shows that the agent is 
capable of dealing with a heavy dogfight situation. In many situations the agent performed 

even better compared to its human opponent. The agent reacted faster and it executed the 

maneuvers better. On the other hand a human player can have an advantage because he can 
be more creative and execute yet undefined or unexpected maneuvers. Altogether the current 

state of the agent can be compared to the first check computer programs. The agent always 
reacts properly and fast in known situations, this can be a large advantage when a human 

opponent makes a small mistake or looses concentration for a few seconds. The only way for a 
human player to defeat the agent is to use its ability to be more creative than the agent. 
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8. Future work 
 

8.1. Advanced situation-based decisions 
 

In the current design and prototype the decisions are situation based. This means that for each 

different situation there is a specific rule-based system (section 4.3.3). This works well, because 
it is easier to create a number of small rule-bases, than one large rule-base. The other 

advantage is that one rule-based system can be fully focused on one specific situation.  
 

The fact that the decision-making process can be focused on one specific situation can be used 
even more. For example the decision-making process in a ‘short-range-attack’ situation is very 

different from that in a ‘middle-range-defend’ situation. In the ‘middle-range-defend’ situation 

decision-making is a rather creative process. One should think of an original way to escape by 
executing extreme and unexpected maneuvers. In the ‘short-range-attack’ situation decision-

making is more focused on a very detailed perception of the enemy’s movements and a very 
precise following of the enemy’s airplane. It is possible to use a different method for decision-

making in each different situation. One could think, for example, of a neural network approach 

for the ‘short-range-attack’ situation. The network could be trained specifically to follow the 
enemy as close as possible by quick and appropriate reactions on the enemy’s movements. 

 
It would be interesting to find out whether different decision-making methods are more suitable 

in specific situations. As described different situations require different approaches and so, 
maybe also different decision-making methods. Such a change could improve the performance 

of the agent. In the current design and implementation these changes can be made without 

any problems. 
 

8.2. Prediction 
 
In the object architecture (section 3.3.1) an object is presented in the intelligence layer for 

prediction. This however, is not further included in the design and implementation in this 
project. Of course it is interesting to investigate the effect of prediction on the overall 

performance of the bot. For example, future positions of both airplanes could be predicted, but 

also things like the chance the enemy changes its maneuver.  So, first a list is necessary of 
useful future values that can be predicted. 

 
To include prediction is this project a prediction object needs to be designed and implemented. 

Also the decision-making should be altered, so that it makes use of the predicted values. 
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8.3. Adaptive flight behavior 
 
The flight behavior of the prototype is only suitable for one type of airplane. The reason of 

course is that this flight behavior is based on data from other flights with the same type of 

airplane. It will not be very difficult to change the execution object, so that it can be used for 
another type or airplane. This is simply a way of using data for other flights with the proper 

type of airplane. 
 

A more interesting problem is that the current flight behavior is also not usable for an airplane 

that is hit by only one single bullet. In such a situation an airplane can often still fly very well, 
but not with exactly the same flight dynamics. In fact this happens in the MSCFS all the time. A 

human player can try to adapt to a slightly different flight behavior of his airplane. That is what 
the bot should do too. In [Liang, 2004] a method is presented using a neural network that can 

adapt during the actual flight. The prototype however is far from usable in a dogfight situation. 
Including adaptive flight behavior in this project will be a challenging problem. 

 

8.4. Cooperating bots 
 

Instead of looking into the details of the bot as it is presented in this project it is also possible 

to look a step further and to investigate the possibilities of multiple cooperating bots. The basis 
for this is available. There is a bot that can really fly in a multiplayer game in the MSCFS and 

that can also communicate via a TCP/IP network with another bot.  
 

A group of agents should define some global goals and/or a global strategy and then each 

single agent should reach its own local goal or perform its own tasks. The field of cooperating 
agents is an area where there is still much to explore. 

 

8.5. Probabilistic approach 
 

All data used in this project is concrete. There is no missing data and there is no uncertainty. 
This is, because the environment of the agent is a computer game in which all necessary data 

is available at all time. In a real life environment this would not be the case. In that case a 
probabilistic approach might be necessary. Such a real life situation could be emulated by 

introducing noise in the data that is retrieved from the MSCFS game. If one sees it as an end 

goal to create an agent that can deal with a computer game, a probabilistic approach will not 
be necessary. But when one wants to take a step further and extend an agent like the one 

described in this report to be able to deal with a real-life situation, it might be interesting to 
think of methods that can handle errors in the data. 
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