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Abstract— In combat simulations target classification and iden-

tification are very important. In this research area severalstudies ¢@@
about simulating identification have been done, most of thertake

rules

information

EOEO

output
a set of information like “the target is visually identified hostile” p—
to start the simulation with. Mostly classification is not teken

into account in identification problems. .H Authoriios
In this paper the input consists of basic sensor data and a
priori knowledge. This will be combined into information which l

Operator
Information

is necessary to evaluate the situation. Based on this inforation
the complete situational awareness is evaluated.

To derive information out of data, facts have to be derived Ship
into three areas, these are facts concerning position, idéty and

behaviour. Based on these derived facts a decision will be rda
about the classification and the identification of the target .
Two Bayesian reasoning models were designed for the decisio

processes of the target’s classification and identificationThese
models are designed as much alike as possible. An implementa

tion was made to test the models. In the implementation tempal

aspects are not taken into account but the results were proraing.  Fig. 1. Overview of the situation on board combat vessels

To conclude we conducted a literature survey to investigate
the possibilities of temporal reasoning in this project.
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|I. INTRODUCTION

On board a combat vessel a clear picture of all surrounding
targets is essential. Therefore a team of experts evaladltes
information gathered by sensors on board the vessel and data
communication with allied forces. In the evaluation praces
they deal with a lot of uncertainty, this uncertainty has to input
be modeled [8] and [9]. Based on this information together _ ,
with guidelines and rules supplied by the government (rulE¥: 2 Overview of the entire system
of engagement - ROE) a decision is made on several topics
for each target. These topics are classification, identifica

pre-processing

and attack-decision evaluation. In the classification drgeit [. INPUT
type is specified, in the identification the model determines
whether the target is a friend or a foe. The input is an XML file which contains for each target

In a combat it is of great importance to have a reliablg ayajlable sensor data at different timepoints, togetitn
classification and identification process. In this paperasit 4 priori knowledge. This file is generated by a simulation
fication and identification system is presented which is d’aséeveloped in the STATOR project at the Royal Netherlands

on expert knowledge and strict rules and is tested usingz\gyal College. This file contains information about:
modeled environment.

The complete system consists of three parts, first all necess Target track;
sary information is gathered, then as much facts as possible IFF on board?
are derived and to conclude a decision is made for thee IFF mode;
classification and identification of the target based on thee Vesta on board?
derived facts, using a Bayesian belief network [2]. Thesegh ¢ Link 11 on board?

parts are shown in Figure 2 and will be worked out in the ¢ ESM signature;
following sections. « Situational a priori information.
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I1l. PRE-PROCESSING inormation

In the real situation the decision making process is done
by humans, they are experts in deriving facts from given
information. In our model rules are necessary to do the same.

Not all information which is necessary for the classificatio

and identification of a target is directly given by the sessor petet
Sensors give basic information like the input given to this
system.

We want to derive facts out of this basic input by combin-
ing this information in the right way together with a-priori
knowledge. We want to divide these facts into three typeSg. 4. An overview of the identification reasoning process
facts concerning position, facts concerning identity amctd
concerning behaviour;

a) Concerning the position:

« Adherence to airlane

« Adherence to air co-ordination order(ACO);
« In military speed/altitude domain;

« Flying in formation;

o Manoeuvring; |
« Inside identification safety range (ISR).

b) Concerning the identification: Fig. 5. Classification

« Visual identification friendly/hostile;
o ESM friendly/hostile;
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or a weapon carrier. And finally we determine what kind of

- IFF. weapon or weapon carrier the target might be.
¢) Concerning behaviour evaluation: The Bayesian belief networks for the different layers use
« Hostile act; facts that can be used to distinguish between the different
« Hostile intent; groups. Information about these distinguishing featuresew
« Performs identification. gathered by interviewing experts at the OPSCHOOL (op-
erational school). In Figures 6 one of the Bayesian belief
IV. REASONING networks for the first layer is given. The numbers displayed

The reasoning model is split up in two divisions, classifi! the figures are gathered by interviewing several expérts a

cation and identification. The modeling is done in two Stepthe OPSCHOOL. The interviewed experts gave similar beliefs

. : ; 0 SPR the same relations, these answers were combined into the
first a global overview of the reasoning processes is g|vel51$ed values. The information is combined usimisy andand
followed by a detailed reasoning model using Bayesian belie ) By

networks. noisy orgates [6].

sensor speed > 100
information kts.

>~==<_"noisy or
@ Fig. 6. Bayesian belief model of an air target
output conclusion —p

In Figure 6 we can see that the speed and altitude are
s distinguishing features for an air target. In Figure 7 we can
see that more information is needed in the network to decide
whether the target is a weapon carrier or a weapon, than to
decide whether the target is an air or a surface target.

rules

Fig. 3. An overview of the classification reasoning process

B. Identification

Identification is done similar to the classification prodests
The classification is done in three layers using iteratinge have just one layer with 6 mutually exclusive decisions.
deepening. This can be seen in Figure 5. First we determiBefore we have any information about the target we identify
if the target is most likely an air target or a surface targfet. the target as unknown, this identity is kept until we receive
the probability of an air target is the highest we search &t thenough information to identify the target with one of the
branch of the tree and examine whether the target is a weafollowing 5 identities. A target can get 3 real identificatio

A. Classification
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friendly, neutral or hostile. But before we are able to idfgnt

the target definitely we can assign pending identities to the
target: assumed friendly and suspect. In Figure 8 we see thiAt
a lot of information is needed to get an identity for a target.
All facts in the figure reinforce the belief of the target kgin [ Classiter_| [ denier |
a suspect target. =

9. Class diagram of the gui
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Fig. 10. Class diagram of the main model

have been created. These CRC-cards can be seen in Figures
11.
Now we know the overall structure of the system we take
a new look at the input. The input is an XML file which
contains all available information at different timepaintn
the Target Identification and Classification (TIC) program w
Fig. 8. Bayesian belief model of a suspect target implemented the rule base and the Bayesian belief networks.
These are ordinary Bayesian belief models without a tentpora
aspect. The temporal aspects are discussed in the nexirsecti
V. SYSTEM but we first wanted to examine the models in a simple way and

Based on the set of rules and the reasoning models fhf€y work the temporal relations can be added afterward.
the classification and identification the complete systera wa''® Program makes a decision for each timepoint indepen-
implemented using JAVA. The class diagrams of the usgpntly based on the sensor data available at that timegynt.

interface and the main model can be found in Figure 9 affPking at the decisions in time we might already see some
10. temporal relations.

A full class diagram may be difficult to interpret because
it gives a lot of information about the contents of the classe VI. TEMPORAL ASPECTS
from which the functionality of the class is not directlyégnht. ~ There are a couple of processes in which temporal reasoning
Therefore a class diagram with empty classes is created. Aay offer additional information. These processes are:
some Class, Responsibility and Collaboration (CRC) cdrdst « Getting sensor data;
describe the responsibilities of the classes in naturguage « Deriving information;



ety ol Therefore we have to take a look at each derived fact and
This cl d Il th Si P
is class updates all the ituationParser . . . . . .

informaton about thetrger.  |Factsprocessor determine if it is possible to use temporal reasoning. Most
e ek of these facts are partially related in time, but others tcan’
ProcessWorker be evaluated at one timepoint, an example of such a fact

SituationParser . . . .

Fesponsbil, Collaborators is manoeuvring It is obvious that we are not able to tell

This class parses all necessar . . . -y

YS’ATZZ"SL?’LS‘Z.QEQ!,‘!Z\fv,i’ézifme whether a target is moving according to one position. The

replaced by intal values. partially temporal related facts become more certain whep t

e T occur often. Finally there are also some facts which can be

o he miormation gahered by [Statonparser derived from other facts in time, like the heading and speed

he SituationParser. . oy . .

e can be derived from the positions of a target in time, but

T T e which can also be obtained directly from the sensor datas Thi

and ingentfcation of e arger | ManagerFrame means that these facts can also be derived if the sensors are

T = malfunctioning or have been switched off.

e LR Tt The way a target moves (its behaviour) is the most distinc-

itormaton out o the boyesian tive feature between different sorts of targets. From tie li

== above it shows that the behaviour of a target is time related,

%%Ymbmesa\\ available g:g::g:éoer\?emetwork thUS It may be Useful to evaluate the behaVIOur In tlme .

Mot e araors tacmdon.” Finally the decision making, the decision will get morereli

Tdentiier able in time because there will be more information avadabl

Responsibility Collaborators .

i lass combines all avarable [BayesianBeeiemork when the target has been followed for some time or the target

about the lrgets dentification has come closer. The decision process will take care of the

[ManagerFrame . . . . . P P

Resonsbiy TColaorators processing of this information into a proper decision, irickh

This class manages all possible Manager .. . . . .

acions n the user nterface. the process could take the decision at an earlier time poiot i

e — oS account. In comparison to the benefits of temporal reasoning

ayesian b netn in the evaluation process the benefits in the decision psoces

e — } is expected to be quite small.

[Ths class andles exceptons ] ' To model these temporal relations we could use dynamic

Bayesian networks (DBN). DBN is a term which can be
explained in many different ways.

1 Some say a dynamic Bayesian network is a network
which is dynamic in time [7], so the actual structure of
the network may change over time.

2 Others say a dynamic Bayesian network is a regular
The benefits and problems of temporal reasoning in these Bayesian network in which some nodes have connections
processes are evaluated. to nodes in another timeslice [1] and [4], as depicted in

First the sensor information, in a lot of civil situationsst Figure 12.
obvious that sensor information will give information abthe 3 Some state that a dynamic Bayesian network is a regular
target. At an airport for example, the incoming planes would Bayesian network where some nodes have a temporal

Fig. 11. The CRC cards

« Decision making.

like the air traffic controller to know exactly what kind ofgple character [5] see Figure 13.
is coming and in which position the plane is at the moment.

Because there is a limited set of possible approaches to each

landing strip we expect to see a pattern in the sensor resding Q

While the plane is coming closer more detailed information @

can be given and one of the approaches gets more probable

in time. In military situations we expect a little different

situation. In a military environment we expect very limited

information about approaching targets. Hostile forces$ tmj

to give as_ little inform‘_ation as _possible_ about _themse""%?g. 12. An example of intertimeslice connections in a DBN

and sometimes try to give false information to mislead their

opponents. Furthermore as long as we do not know what kindThe last two explanations can directly be projected into our

of target is approaching there are no strict rules about hew tmodel. If we take another look at the first part of this section

target will approach for example. So sensor readings will n@e learn that these two sorts of temporal relations are seen

be very predictable in time and temporal reasoning will ngtequently. As an example of the first: if an altitude is measu

add much information in this process. once we can say that in the next time slice it is very well
Second the process of deriving and combining informatiopossible that the target has approximately the same adtitud

As explained before sensor data can be used to obtain magain and will still be an air target. As an example of the

detailed information. For example, the heading and speedsaftond temporal information like the target is manoeuvisng

a target may be derived from positions of the target in timenjected into a node.



Classification missilesite 1

probability

Fig. 13.  An example of temporal input in a DBN Fig. 14. The probability distribution over the possible idens for missile
site 1

VIl. RESULTS
h db . i in whi seaskimming missile, in the second figure the radar is thiough
The system was tested by executing a scenario in which dyo ¢ 5 highdiving missile. In the last case there is some

ship may encounter all sorts of targets in a way that has begthficting evidence, the target is moving with a velocitydan

designed to test the program, to see if the program produgese aititude range of a seaskimming missile but regarding
good results and satisfies its requirements. The scendabs he radar it could be a highdiving missile.

were used are described in Section VII-A, after which theé tes In these figures we see first two pop ups before we contin-

results are given and explained in Section VII-B. uously detect the target, that is because of the sort of radar

which is used. In this scenario we have a priori knowledge

A. The test scenario about the position of a missile site along the track. We elxpec

The model that was used in this test scenario was deva|threat out of that direction and use a special radar to check
oped in the STATOR project at the Royal Netherlands NavBr @ longer range with smaller bundle in that direction once
College. This program gives an XML file as output in whictin @ While. So we are able to detect the missiles before they
all information from the ship’s sensors about targets in tHter our air surveillance radar range.
neighbourhood are given.

In this scenario a ship sails a certain track in which some
targets may approach the ship. In our scenario the ship first’
reaches a missile site which fires four sea skimming missiles ™
second the ship reaches a missile site which fires two se&
skimming missiles with way points and in the end an airliner *
flies across the ship in an airlane. This will be split up irethr -

separate scenario’s. os

B. The test results

1) Scenario 1: The ship reaches the first missile site and "+« =+
encounters four seaskimming missiles. In Figure 14 the-prob
ability distribution in time can be seen. Here the first ofrfouFig. 15. The probability distribution over the possible idEms for missile
missiles is approaching the ship. In the figure the evolutibn site 2
evidence in time can be seen, first the sensors give infoomati
about the altitude and velocity of the target. For the ranige o 3) Scenario 3: The ship encounters an airliner which is
altitude and velocity of this target there are two sorts cjéts flying in an airlane. The classification of this target can &ers
which are equa”y ||ke|y’ name'y a Seaskimming missile andia Figure 17. This aircraft transmits an IFF Signal in mode 3.
fighter. The decision displayed will bairtarget, because the This makes us able to identify the target this can be seen in
probability of weaponandweapon carrierare equally likely Figure 18. In the first two scenario’s we see no identification
too. Some time later, the target switches its radar on. THigures, because we are not able to identify a target based on
new information makes it possible to decide that the targetelocity and altitude only.
probably a seaskimming missile.

2) Scenario 2: The ship reaches the second missile site VIII. EVALUATION OF THE TEST RESULTS
and encounters two seaskimming missiles with waypoints inDuring the execution of the test scenario’s we realised that
their track. In Figures 15 and 16 the probability distribati the TIC program was able to classify most of the targets
in time can be seen. The difference between these two figuoesrectly if there was enough information available. First
is the database used to determine what platform may use tbsted the program using the velocity, altitude and headfng
detected radar. In the first figure the radar is thought to ks oéach target. We saw that the program was not able to make
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Fig. 16. The probability distribution over the possible idems for missile Fig. 18. The probability distribution over the possibleritiécation decisions
site 2 with conflicting evidence for the airplane

Classification Missilesite 2

Classification airplane

probability

babil

Fig. 17. The probability distribution over the possiblessidication decisions Fig- 19. The probability distribution over the possible idems for missile
for the airplane site 2 with temporal relations

a correct decision. Because the velocity and altitude domai IX. CONCLUSION

of a fighter and a seaskimming missile are almost identical, This paper shows that it is possible to design and implement
the probabilities of both options become equal. The prograammodel that is able to make a decision about the classificatio
decides with a maximum likelihood theorem, and then displagnd identification of an air target based on sensor data in a
the decisionair target, because that is the only thing that ismaritime environment.
certain. If the program gets some more specific information To improve the simulated decision process better knowledge
like a radar that switches on during the approach the prograilout the way classification and identification is done orrdboa
becomes able to draw the right conclusion. The same candfinbat vessels was necessary; this knowledge was gathered
seen in the third scenario, the airliner has a slightly highat the OPSCHOOL. Further information about how to model
velocity than we would expect of a patrol aircraft so th@ncertainty was very important. A global study of the most
probability stays quite low. The decision is made based @mmon approaches showed Dempster-Shafer and Bayesian
the ESM signature which is obviously a civil one. belief networks were promising possibilities. A deeperdygtu

It became clear that the identification needs more informato these two theorems showed Bayesian Belief Networks
tion than the classification to make a good decision. Thisccotbest for this problem. Finally a study was done to investigat
be directly deduced from the BBN. Therefore we only seethe possibilities of temporal reasoning in the model. The
proper identification in the third scenario. In that case @eeh most commonly used methods were investigated and Dynamic
an IFF transmission and we know the target is flying in aBayesian networks showed to be useful for this model.
airlane and we have an ESM signature of the target which isTo design reliable Bayesian belief networks expert knowl-
obviously a civil one. This leads torseutralidentity, because edge was necessary, which was again gathered at the OP-
of the IFF mode 3 we see a lower probability for assumed SCHOOL. Based on this knowledge a system is designed
friendly identity. which can be split into two complementing parts: the clas-

In the second scenario a number of situations occur whesi§ication and the identification.
temporal reasoning could improve the results. We alreasly di The Bayesian belief models were implemented using JAVA.
cussed the first two peaks, but if we add the temporal relatibm this implementation the temporal aspect is not taken into
that the belief is kept if no contradicting new informatian iaccount. To test the models some challenging scenario’s wer
received, the figure would look smoother, we expect the figucarried out. These tests show that for a proper classifitatio
to look like Figure 19 in stead of Figure 20. of the target more information is needed than the velocity
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Fig. 20. The probability distribution over the possible idems for missile
site 2 without temporal relations

and the altitude of the target. For the identification of gear

[9] Voorbraak F., Reasoning with uncertainty in AlReasoning with
uncertainty in Robotics, Intern. Workshop proceedingsgega 52-
90Department of Mathematics, Computer Science, PhysidsAatron-
omy, University of Amsterdam, (1995).

even more complex information is needed about the target's
behaviour. These tests showed that temporal reasoning may

have a smoothing effect on the decision.

It is important to build a prototype which takes the temporal
aspects into account and to perform tests to determine #te re

benefits of temporal reasoning.
This model may be used in several applications:

« In a naval combat simulation;
« In a threat evaluation program;

« As a decision support system on board combat vessels.

For this last application some changes have to take place
in the situation on board combat vessels. Most operators do
not trust automatic systems. This model should be used as a
support to make the right decision, not to make decisions on
its own. But before the system is ready to be used in such a

critical environment a lot of tests should be done to guamnt

the reliability. In some cases the model might need some fine

tuning.
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