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1. Introduction

This paper tackles the problem of dynamic routing for packetsngtwaork. We
built a simulation environment with a routing system that guidegpdlokets through the
network using the fastest way, taking into account the load on the links.

Recently, a new kind of routing protocols for fixed, wired comroaton
networks is developed inspired by the behaviour of the ant colonies. Qhesef ant-
based routing protocols AntNet AntNet is anadaptive distributedouting protocol for
packet-switched communication network (the Internet)dibtributed routing systems
there is no control from a central point, but the information is stareihg the network
nodes. AntNet is alsadaptive(dynamig@, which means that the routing tables are created
by automated construction and by updating. In the dynamic systieensputing policy
adapts to the changes in the traffic conditions and changes metinerk topology. The
changes in the network topology can be caused, for example, likydmwa of the links
or the nodes in the network.

AntNet uses “artificial ants” that would repeatedly travebtigh the network and
collect the information about the current traffic conditions in tlework. This
information would be used to direct the data packets towardsdésiination. AntNet
showed very promising results and turned out to be highly adaptive imaynatwork
environments. The capability of AntNet to adapt to dynamic environments $eemake
AntNet-like protocol well suited for the routing immobile AntNet.

In this thesis, we address the problem of implementing AntNet teetwork
topology where the nodes can move. AntNet is made for fixed retswat could not
work with the mobile nodes. In order to apply AntNet in this environmeatadjusted

the activities of the artificial ants in such a way thay/tban function in a network with
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mobile nodes. The dynamic network topology required also changes imatiel of
nodes. This resulted in a dynamic node model and the introduction of d@uitas.
Finally, AntNet and the collection of our adjustment resultedMubile AntNet

Mobile AntNetis tested on a software todhtNet for Ad-hoc networkyhichis the Java
version ofAnt Simulatordeveloped by Bogdan Tatomir. The purpose of this conversion

to Java is to make the software work on PDAs.
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2. Ants Behavior and Communicating Networks

2.1. Definition of Network Routing System

Routing in distributed networks can be characterized as follows.
A network ismodelled as a grap®= (N, E), consisting oiN nodes connected &

edges. Each node is functioning as a communication end-point (a host) and as

forwarding unit. As a host, each node generatat&a and routing packetsvith a
randomly chosen destination. After that, a packet is sent towardestination. If a node
is not the destination of a packet, the packet is queut inuffer space in the noded
will be forwarded towards its target node. To be able to fonmapdicket towards its
destination node, the node is using information ftbenrouting table

The main task of a routing algorithm is to direct data flow fsmuarce to destination
nodes maximizing network performance. In the problems we arestedren the data
flow is not statistically assigned and it follows a stochastafile that is very hard to
model.

In the specific case of communications networks, the routing &lgotias to
manage a set of basic functionalities and it tightly interacts the congestion and
admission control algorithms, with the links queuing policy and withuiex-generated
traffic.

The core of the routing functions is:

» the acquisition, organization and distribution of information about usergieul

traffic and network states,

« the use of this information to generate feasible routes maxignitine

performance objectives,
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» the forwarding of user traffic along the selected routes.

A common feature of all the routing algorithms is the presenaveény network
node of data structure, calleduting table holding all the information used by the
algorithm to make the local forwarding decisions. The routing tableoth a local
database and a local model of the global network status. The tyjdowhation it
contains and the way this information is used and updated stronglnddepe the
algorithm’s characteristics.

A board classification of routing algorithms is the following:

- centralizedrersuddistributed:;
- staticversusadaptive.

In centralizedalgorithms, a main controller is responsible for updating all the
node’s routing tables and/or to make every routing decision. Geattadlgorithms can
be used only in particular cases and for small networks. In gettexadelays necessary
to gather information about the network status and to broadcast tlsodskipdates
make them infeasible in practice. Moreover, centralized sgstegmnot fault-tolerant. In
this work, we will consider exclusively distributed routing.

In distributed routing systems, the computation of routes is shared among the
network nodes, which exchange the necessary information. The distribudeligpais
currently used in the majority of network systems.

In static (or obvioug routing systems, the path taken by a packet is determined
only on the basis of its source and destination, without regard to thentcaetwork
state. This path is usually chosen as the shortest one acawrdimge cost criterion, and
it can be changed only to account for faulty links or nodes.

Adaptiverouters are, in principle, more attractive, because they can Huapt
routing policy to time and spatially varying traffic conditions & drawback, they can
cause oscillations in selected paths. This fact can causgacipaths, as well as large
fluctuations in measured performance. In addition, adaptive routing @dnrere easily
to inconsistent situations, associated with node or link failuresoaal Itopological
changes. These stability and inconsistency problems are evidenfoection-less than

for connection-oriented networks.
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2.2. Ad-hoc network model

The nodes and the links in our model could be explained as follows.
* Thenodesin the graph are representing the computing devices. Each node has a

node identifier (unique number) and it is functioning as bdibsdaand arouter.
As a host, the node can be a communication end-point. This means &mabé c
a source and a possible destination of a data message. Each node hdfds
space where the incoming and the outgoing packets are stored. Téasispa
limited by a node capacity [bits].
The nodes are also the routers. They are able to forward datagessand to
send and receive routing packets.
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Figurel. Schematic representation of making connection between nodes The
circles aroundC andD are giving the transceiver range of these nodes The nodes
A andB are in the range of the no@eand they are connected@while D is out

of range and not connected to C
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* In Mobile AntNet, the nodes communicate via wirelgsgs. Each node has a
limited transceiver range. We assume that two nodes are camveitheeach
other if the distance between them is smaller than a ginaiimum distancell
the links in the network are bi-directional. They are charagdriwith a
bandwidth [bit/sec] and atransmission delay[sec]. Although, wireless
communication deals with the effects of radio communication, such as, noi
fading, and interference, they will not be taken in considerafimmassume that
the links are reliable.

Because our intention is to simulate as much as we can they neali
replaced the fixed bandwidth with a flexible one. The bandwidth Wwdhge in

concordance with the link’s length according to the following table:

Bandwidth Communication range
1 Mbits/s 550 meter
2 Mbits/s 400 meter
5.5 Mbits/s 270 meter
11 Mbits/s 160 meter

In Mobile AntNet, network topology is dynamic, because the conngcawitong the
nodes is changing as they are moving. While moving, the nodes cacostagcted to
other nodes but they can also be completely without neighbours. In our apgheach,
nodes are spread over previously defined area. They can move everywtinén this
area but they are unable to go out of this area. The networloidefised with a known
number of nodes. This means that no new nodes can be introduced in the network. A
node in the network will always know who its neighbours are. So, whiléng, a node
will immmediately know its new neighbours, and in every moment duhiegimulation it
knows how many neighbours it has.

In Ant Simulatorthe nodes are moving by making one step per second. To be able to
simulate different speeds, we used different step sizes.t€pesize is proportional to
maximum distancéetween the connected nodes. If a node has a higher speed, it will

make a bigger step then a node with the lower speed. We call theserspesdsmodes.

-9-



Ant Net for M obile Ad-Hoc Networ ks

We investigated four different moving modes of a node. The moviodgesmand the
speed that a node would have in the real world (between the braclatsn a step size)

are:

o] Fixed mode0 km/h - the network is connected and the nodes are not
moving.

o] Walk modé km/h (step size is 0.0175 of the maximum distance) ;

o] Bike model5 km/h (step size is 0.0525 of the maximum distance);

o] Car moder2 km/h (step size is 0.25 of the maximum distance).

Each node, every second is randomly making its step in one of th@desible
directions (up, down, left or right) or staying at the same posifitmodes are making
their steps in the same time, and after that they will autoatigt update their list of

neighbours.

2.3. Buffers at a node

Every node in Mobile AntNet functions, both as a host and a router &ad #lso
the possibility to move. These properties have influence on thewtuat the nodes’
model. In this paragraph we will discuss buffers at the nodesehtbdt we use in
Mobile AntNet.

Each connected node has three kinds of buffers:

1. Input buffer
2. Output bufferwith high- and low-priority queues for every neighbour;
3.  Ad-hoc buffewith one queue for each destination in the network.

The originally AntNet uses nodes with two buffers: the input and thgubbuffer.

In the Mobile AntNet we implemented an extra buffé&d-hoc buffer

-10 -
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Figure2. A representation of the node model when the node has neighbours.
Compared to AntNet, Mobile AntNet has one extra buffer, cafldehoc
buffer.

The topology of the Ad-hoc network may change rapidly due to nodeitydbil
move. The node’s model strongly depends on the number of node’s neighbours. This
means that as it is moving, the node’s structure will changeesibi of getting or losing
the neighbour(-s). Obviously, the dynamic properties of the network dealanda

dynamic structure of the nodes.

To describe the functioning of the buffers in a node, we will apatiie following
situations that may occur:

1. connected network with no topology changes;

2. topology of the network is changing

3. anode becomes isolated.

1. Connected network with no topology changes
In this situation the network is connected. The nodes are not movindgheind t
position is known (we have this situation in the connected fixed netwiwkfy node in

the network has one or more neighbours, and with each neighbour, a node has an

incoming and an outgoing link. When a node receives a packet fromhdboeigor if a

-11 -
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packet is generated in the node itself, then the packet gsetoftheinput buffer All
packets in the input buffer are processed with FIFO policy and séixaxmam number of
the packets that one node can store is limitedhbeybuffer capacityf a node. If the
buffer is full, that is when the sum of gdacket sizegbits] in the node is equal to the
buffer capacitybits] of that node, than the next incoming and/or generated padkbewi
lost.

If a node is the destination of a data packet, then the packet is treateans$es-tr
completed packet (the node will not send acknowledgment that the pmasketessfully
received). Otherwise, if a node is not the destination of the pdbketode will decide,
by looking at the routing table and concerning the destination of theetpaghich
neighbour should be the packet’s next node. After this decision is thleepacket goes
to theoutput bufferand it is put to the queue that corresponds with the packet's next node.
The output buffer consists of two kinds of queues for every neighboure Goeses are:
low-priority bufferandhigh-priority buffer queueWe have two kinds of queues because
there are two classes of packets in the network. Data packebewueued in the low-
priority buffer queue and routing packets in the high-priority buffigeue. A packet is
waiting in a queue until the link resources are available, thea thesurces are reserved
and the packet is transmitted to the next node. While travellitigetmext node, each
packet is experiencing lank delay[sec] Obviously, as it is travelling to its destination,
the packet is experiencing a delay due to the waiting time inqtleues and the
transmitting time. If its lifetime is expired during its ##ag in a queue, the packet is

destroyed.

2. Topology of the network is changing

In the second situationthe nodes are able to move. As the nodes move, the
topology of the network is changing enormously, and most of the tenwillvhave the
situation where the network is not connected. In figure 4 gane see a (connected)
network at the beginning of the simulation. As a result of nodes’ ityottie network is
becoming disconnected. The originally connected network became a st single

nodes and smaller networks that are disconnected from each other.

-12 -
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As said before, the nodes communicate directly with each dthiee distance
between the nodes is smaller than the giveximum distancéAs they are moving, the
distances between the nodes will vary, and in this way the neighbouoh@dode is
changing. A node will lose its neighbour, for example, if the distdoetween the node
and its former neighbour becomes bigger then the maximum distance. Whiles
moving, a node can get a new neighbour, lose a neighbour and current neighimaims

the same. The changes in the neighbourhood of the node will influence its structure.

Figure3. Example of impact that the node’s mobility has on a network topology.an
network is given at the beginning of the simulation, anal ithe ‘same network’ during

the simulation.

If a node gets a new neighbour or loses a neighbour, its structiraniging. The
reason for this is that each node has in its outgoing buffer,dhe @énd high-priority)
buffer queues for every neighbour. Therefore, when a node gets a rghvbmai the
node will create new queues that are corresponding with the litile toew neighbour.
Otherwise, if a node loses its neighhatlven the node will destroy the queues that are
leading to that neighbour. The data packets that were in the dmbtoojfer queue are
put back in the input buffer, and they will be re-routed. The routing pa¢&ets) from
the high-buffer queue are immediately destroyed. They areogledirbecause if they
have to wait again in the input buffer, the information that they aeith them would be
too old to be taken into the consideration. Therefore some ants wilehbagk to their

source. If a node doesn't get any response for a while, and thtkitase are no ants that

-13 -
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are coming back from a certain node, than is that node seemreachablelf such a
situation occurs, than a data packet that has this unreachablasdd destination is put
from the input buffer to thé&d-hoc buffer In this buffer the packet will stay until its
destination node become reachable again or until its lifetime expires.

Before we put a new packet in the Ad-hoc buffer, its contentsbeithecked to
see if there are packets whose lifetime has expired. Theketpawill be destroyed. To
be able to control this buffer regularly, each node has a queuevdoy possible
destination in the Ad-hoc buffer. As soon as some destination is reacigsdh, the Ad-
hoc buffer that responds with this node is emptied and the packets-rangted to that
destination. These packets are not going back to the input buffer, batréhpyt directly
to the queue in the output buffer that corresponds to their next hope Aawe at least
two nodes that were disconnected from each other, both of them wiltlsginghackets
towards each other. The final result of this process is thaeatdrtain moment (when
the nodes become reachable again for each other) a large ashpackets will be sent
and received in short period of time. We will call this #hethoc buffer effect. This
effect may have impact on the data flow in the network.

3. A node becomesisolated

If a node has no neighbours, then the node will have only the input andlthe A
hoc buffer. As soon as this situation occurs, all the data packetwdhain the node’s
output buffer are put in the corresponding queues in the Ad-hoc buffer. sarhe time,
all routing packets in that node are destroyed. The node keeps genbmit classes of
packets. As long as the node dsconnectedrom the rest of the network (has no
neighbours), the routing packets are destroyed immediately, andtéhpad&ets are put
in the Ad-hoc buffer.

The situation when a node has no neighbours is slightly different fnrem
situation when a node loses a neighbour. Without neighbours, the node is arssid t
any packets, because there are no links, and the node has to psitdaliaitpackets
directly to the Ad-hoc buffer. Otherwise, when a node loses a neigfdssuming that
there are more neighbours), it can still send packets.

-14 -
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We see that, in the situations that are typical for the Ad-htveonke (second and
third situation), the Ad-hoc buffer will be used, while in the fgistiation it will not be
used (this explains the name of the buffer). If a network is corthebigs every possible
destination is reachable, and the nodes are not moving, than the Ad-fescddempty
and not used, but it still exists. The Ad-hoc buffer queues are drasite fixed structure
of a node. They will not be destroyed if the nodes are not movirgeated as the node
begins to move. The number of Ad-hoc buffers depends on the number of mdades i
network and this number is constant. On the other hand, the numbeglobagis of a
node is not constant. The outgoing buffers in a node will be destroyeceatedy

depending on the number of neighbours that the node has.

The Ad-hoc buffer has a very important roll in the optimal working of the network:

* It helps to improve the control of the network’s resources and teawserthe
number of lost packets. Without this buffer, the packets that have baldac
destinations would be either destroyed at once, or they wouldistajating in
the network. If they are destroyed immediately, this meansvhaire expecting
that their destination will be unreachable during their lifeti@e the other hand,
if they stay circulating in the network, they would be queued amdsrirdted
until their destination becomes reachable or until their lifeisrexpired. In both
cases it would be unnecessary use of network resources. Theses pemblet
cause higher delay of other packets due to the queuing of these packets.

» This buffer is also the only storage space in a node. This is ob¥iwaghink of
a node without neighbours. The node is not able to store the packets soenewher
else in the node and not in the way that is done in the Ad-hoc bufféseking
at their destinations. Without this storage space all packeasniode without

neighbours would be lost.

-15 -
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2.4. Data structure of a node

The nodes in the network are functioning also as routers. To acconipéigiagk, they
are using ants to gather information abouttth#ic loadin the network. The traffic load
depends on the amount of packets in the network (congestion level of woek)eThe
congestion level is proportional to the delay that a data packeienges during the trip
from its source to its destination. If the congestion levelgh ke data packets will need
more time to get to their destination. To collect the informathoyuathe traffic load on
their path towards destination, the ants are calculating thethiabe data packet would
experience using the same path and they check the level ofttiedsaon this path. This
information is used to update the two data structures in a node. fiWwedata structures
are:the routing tableandthe local traffic statisticsThe ants are able to read and write in
these two structures, while the data packets are only remdangation from the routing
table to get to their destination.

* Routing table is a local data-base that helps router to decide where tortbrwa
data packets. It contains the information which specifies the (mexghbour)
node that should be taken by a data packet to get to any possiblatdesin the
network. Each routing table is organized as a set of

o all the possible destinations (all the nodes in the network),
o the probabilities to reach these destinations through each of the
neighbours of the node (next hops).

A routing table in a nodeis given as= {p,a} with pjq a probability value that
expresses the goodness of choosing n@seits next node from the current nade
if the packet has to go to the destination n@d€éor any connected nodé holds
that }j Pu=1; wherej is a neighbour of nodeandd is an arbitrary destination
from all nodes in the network.

This means that the sum of all probabilities to get to a randohdgen
destinationd from the node is equal to 1. If we take the routing table in figure 4

for example, then the supn+ pji+ pxi= 1. This corresponds with a situation that

-16 -
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we have in the fixed networks, but if the nodes are moving as in MabiNet,
then some destinations will not be reachable. For these destinatierants will
be unable to update the routing tables. Therefore there will be no pitedsbi
corresponding to these destinations. In the case when a node haghtmuns,
the node is unable to send any ants. Obviously, all destinations asehatrke,
and the routing table will be empty.
From the ant colony point of view, the probabilities in the routingetaban be
seen as amount of pheromone. The probabilities are the product of continual
exploration process of the ants. They are updated by the anpsdti@mtuslyused
a path that is leading to the same destination.
neighbours
. i jl &

& 1 | g | i | P
E | 2 |po|Po|Pe
=
=

A
\

——————— N \pw | piv| P

Network
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I 2 N
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Figure4. The data structures in a nodeuting tableandlocal traffic statistics
The presented node hag andk as its neighbours, and the destinations are all

nodes in the network. The network iMaodes.

» Local traffic statistics is a second data-structure that each node has. The main
task of this structure is to follow the traffic fluctuationshe nhetwork.. It is given
by an arrayM; (uq, o>, Wy) that represents a sample meagsind variancerg
computed over the packet’s delay from node all the nodesl in the network,
and valueWy where the packet’'s best trip time towards destinatias stored.

The arrayM; contains statistics about the traffic from nodewards each possible

-17 -
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destinationd. The meanuy and variance” are giving an expected trip time and
its stability:
Uy — Mg +17(0 .4 — Hy)
07 — a3 +n0cs ~ ) -5
where Q.- is the new observed agent’s trip time from nkde destination d.
W, is obtained by applying a moving observation window of sittestore
the agents’ trip time to destinatiah This window is used to compute the best
agents’ trip time towards destinatidn\estas observed in the lastsamplesWest
represents a short term memory and it should follow the fluctuatfathe traffic in
the network. Obviously, this can not liee besttrip time, but only a moving
(temporary) lower bound of the time needed to travel from thewrunode to some
destination nodel. The factorn weights the number of most recent samples that
will really affect the average. The weight of theample used to estimate the value
of yq after j sampling, with j>i, isn(1- n)j'i. In this way, for example, f=0.1,
approximately only the latest 50 observation will really influetiee estimate, for
n=0.05, the latest 100, and so on. Therefore the number of effective obseristions
~5(1/n).
The values from the local traffic statistics are usedstimation of the quality of

the ant’s path. These values are used to update the routing tables.

2.5. Agents and Data Packets in the network

Each node in the network is generating packets with a randomly nchose
destination. All the packets in the network are subdivided in two classes:
8 Routing packets are generated constantly with a defined generation period after
an exponential distribution. They have a task to collect and distribfdemation
about the traffic load in the network. The routing packetshaartificial ants(antg

or agents.Their functionality will be described in more details in the next chapter.

-18 -
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8§ Data packets are representing information that the end-users exchange with ea
other. These packets are generated with a Poisson distribution.

The routing packets have a higher priority than the data packets and will be served
first. In this way, the routing packets will propagate muclefathan the data packets.
Each routing packet is defined with its source and destination natletibie and size
and each data packet have the same fields like the agentsfi@ldgsia which we store
the packet's priority. In general, the data packets are much bibgarthe routing
packets. Their size is constant during their trip, while thedfizee routing packets can
vary. The size of a routing packet is growing, for example, becaldss to memorize
information about the traffic load on its trip to the destination (see next chapter).

Every packet is travelling trough the network hopping from one no@mather
from its source to its destination. If the packet is a data p#uoke its session ends when
it reaches its destination. If the packet represents a routeoigtpdhen it remembers its
path to the destination and it goes back using the same path backwards.

All packets (data and routing) have a limited lifetime. Ifithéetime expires,
they will be destroyed.

2.5.1. Routing packets ( Ants or Agents)

2.5.1.1. The Principle of Stigmergy

Small animals like ants have only local knowledge. When a group of such animals

interact with each other, they can exhibit a higher level of behavior. Théwioe is most
often called emergent behavior. A group of insects like ants dokawé a central
controlling authority that steers the behavior. All ants behaverding to a few simple
rules and interact with their environment. The resulting behavitireofiroup of ants can
be very complex. A few examples that have been observed in several speciesua: ants

* regulating nest temperature within limits of 1°C;

» forming bridges;

* raiding particular areas for food;

-19 -
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* building and protecting their nest;

* sorting brood and food items;

e cooperating in carrying large items;

* emigration of a colony;

* complex patterns of egg and brood care;

» finding the shortest routes from the nest to a food source;

» preferentially exploiting the richest available food source.

These behaviors emerge from the interactions between large nuohbedsvidual
ants and their environment. In many cases, the principle of stigrngeused. Stigmergy
is a form of indirect communication through the environment. Ants oedgt to local
stimuli from the environment. Ants can change one or more of thodestooali. This
will influence the future actions of ants at that location. The enmental change may
take either of two distinct forms. In the first, the physicalralteristics may be changed
as a result of carrying out some task-related action, sudiggsg a hole, or adding a
ball of mud to a growing structure. The subsequent perception of the echang
environment may cause the next ant to enlarge the hole, or depdsitl ibf mud on top
of the previous ball. In this type of stigmergy, the cumulatiVece$ of these local task
related changes can guide the growth of a complex structure.ypkei®t influence has
been called sematectonic. In the second form, the environment is cligndegositing
something that makes no direct contribution to the task, but ited ts influence
subsequent behavior. This sign-based stigmergy has been highly devajopets and
other exclusively social insects, which use a variety of highégific volatile hormones,
or pheromones, to provide a sophisticated signaling system. A diymegn-based
stigmergy is used to investigate a new approach for congestmdance in
telecommunications networks. It is based on the way ants find short routes fronestei
to a food source, and also on the way they select between food sources of diffegent val

Depending on the species, ants may lay pheromone trails whennigaivein the
nest to food, or from food to the nest, or when traveling in either direction (Fig 5) .

-20 -
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They also follow these trails with a fidelity, which is a ftion of the trall
strength, among other variables. Ants drop pheromones as they watpping briefly
and touching their gaster, which carries the pheromone secgdtind, on the ground.
The strength of the trail they lay is a function of the ratghath they make deposits, and
the amount per deposit. Since pheromones evaporate and diffuse away, the strength of the
trail when it is encountered by another ant is a function of tlygnatistrength, and the
time since the trail was laid. Most trails consist of sdvarperimposed trails from many
different ants, which may have been laid at different timess the composite trail
strength which is sensed by the ants. The principles appliedtbyiratheir search for

food are best explained in the following example.

D =
) ﬂi/'—'——’a_.i

Figure®6.
Figure 6 illustrates two possible routes between nest and foodesdnittally, an ant

arriving at a T-crossing (choice point), makes a random decistbravprobability of 0.5
of turning left or right. Now let suppose there are two ants leaviagiest to look for
food, and let the ants be of a type suchasus Nigemwhich deposits pheromones when
traveling both to and from the nest. If one ant from each pair tuithsafel the other
turns right, after a while a situation occurs like that in Fegir The lines on the paths
represent the pheromone trails. The ants that chose the sharieh tbhrave arrived at

their destination, while the ones that chose the longer branchlboa sheir way. Ants
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initially select their way with a 0.5 probability for both branghas there is no

pheromone on the paths yet. If there is pheromone present, there is a higher probability of

Fia
m (sx
F - |
M= A
Figure7.

an ant choosing the path with the higher pheromone concentration, i.ethhehese
more ants have traveled recently. If at the moment of theisitua Figure 8 other ants
arrive and have to choose between the two paths, they are mdyetdikehoose the

shorter path, because that is where the concentration of pheromogieeis mhis means
that the amount of pheromone on the shorter path is more likely to be reinforced again.

In this way, a stronger pheromone trail will arise on the shorter path, and so the

Figure8.
path will be selected by an increasing proportion of ants. So the ants will basisaive

shortest path because of the following three reasons:
» Shorter routes will be completed earlier than longer routes andattrast other
ants to their source nodes first.
»  Shorter routes involve fewer branches, so the number of ants warder on
longer routes with more branches.
* Ants traveling shorter routes will be younger when they arrive. dduise the
pheromone trails to be stronger, because less of the pheromomhagrdiffused

away.
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This strengthening process continues until pheromones on the longerwlhths

disappear altogether.

2.5.1.2. The artificial ants in AntNet

The ant-based routing algorithms are using the same principle the example
above but they are usimggtificial ants or agents. #ice we want agents to solve more
complicated problems, we will make them more complex than thamésa In contrast to
real ants, the agents will have same additional possibilities:

 They will have a memory. Memory will allow them, for example, t
remember their path and to go back using the same path;

» They will be able to deposit their pheromone proportional to the quxlitye
produced solution. In our case, for example, we will look at the qualitye
ant’s path. The quality depends on duration of this trip and of the lete¢ of
battery of the nodes on the ant’s path.

* They are not completely ‘blind’. They will be able to ‘see’ mtran just a
pheromone and their decisions will be influenced by some locaimatarn
(in our case by current traffic conditions). This will help atatssolve the
shortcut problem.

In order to illustrate a possible behaviour of the artificial ants will shortly
describe a roll of the agents in Mobile AntNet.

In Mobile AntNet, we will use agents to solve the routing problemain
telecommunication network. We will consider a case with connectecretand that is
if all nodes in the network could be reached from any other node in the network.

An ant has a task to find the minimum cost path joining its saaoel destination
d. It moves from nods towards nodel hopping from one node to the next until nads
reached. During this trip, the ant memorises its path. Atieéetmediate node, the ant is
choosing the next node to move to according to a probabilistic rhls.pFobabilistic
rule depends on a local pheromone trail and current traffic conditigdhatipart of the
network. As it travels towards its destination, the ant is caliganformation about
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traffic load in the network. Whethis reached, the ant is going back using the same path.
On its way back, the ant is laying pheromone and it willribiste the collected
information.

The agents have two tasksollecting and distributing the informatiorabout the
traffic load in the network. To make a clear distinction betwtbese two tasks, we will
consider two types of ants:

* Forward ants k_q4 that are movingrom their sources to their destinationl.
Their tasks are to explore the network and collect the informabonta
traffic load;

* Backward ants B,s that are moving along the same pathras; but in the
opposite direction, thus frond to s. Their task is to distribute the
information that~s_,q collected.

All the ants have the same priority, so they are queued anddseith FIFO
(First In- First Out) policy.

2.5.2. Data packets

Data packets are the real information which is guided betweenotihes of the
network. For instance they are the calls into a telephone networlsnTddier the number
of lost data packets the more efficient the routing algorithm is.

They are routed between the network’s nodes according to the prgobtilegs
updated by the routing agents.

Because in real world the data packets that circulate im@etwork don’t have
necessary the same priority, in order to make the algorithne mealistic we’'ve
introduced a priority classification of the data packets. In thig we have 3 categories
of data packets:

» low priority packets (priority level 1)
* medium priority packets (priority level 2)

» high priority packets (priority level 3)
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They are high priority packets and are stored in the nddglspriority buffer
gueue When packets are transferred from limeut bufferof a node to th®©utput buffer
they are introduced in thieigh-priority buffer queueccording to their priority level as

shown in fig. 9.

W ke | =
W W k| R R R =

cket with
Input buffer— g?ioriqzlevelz — send to nodes

Figure9. How are the packets introduced in ttigh-priority buffer queuaccording to their priority level

The first packet which will leave the buffer will be the packiiated on the first
position of the queue. In this way the data packets with the highesty level will be

served first.
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3. The Algorithms

3.1. The AntNet Algorithm

AntNet is a novel approach to the adaptive learning of routing staile
communication networks. AntNet is a distributed, mobile agent basedeMoatlo
system that was inspired by recent work on the ant colony hwatafer solving
optimization problems. It was developed by Marco Dorigo and GianrCddo from
IRIDIA, Universite Libre de Bruxelles.

The AntNet algorithm is described as follows.

1. At regular intervalsAt from every nodes, a mobile agent (forward an,_, is

launched toward a destination nodd¢o discover a feasible, low-cost path to that
node and to investigate the load status of the network. The forwardanitshare
the same queues as data packets, but virtual delays willsigned to them to
simulate the experience of the same traffic loads with the data packets.
Destinations are locally selected according to the datictgdtterns generated

by the local workload: iff_, is a measure (in bits or in number of packets- | used the

number of packets) of the data flexd, then the probability of creating at nosla

forward ant with nodéd as destination is

fsd
N
D g
d=1

In this way, ants adapt their exploration activity to the varyilaga traffic

Py =

distribution.
2. While traveling toward their destination nodes, the agents keep mperhtheir

paths and of the traffic conditions found. The identifier of everyedsnodek and
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the time elapsed since the launching time to arrive akitiisnode is pushed onto a

memory stacls, ,(k )

3. At each node, each traveling agent headed towards its destindtgglects the
noden to move to choosing among the neighbors it did not already visit, orativer

the neighbors in case all of them had been previously visited. The neighbor
selected with probability (goodnesd},, computed as normalized sum of the

probabilistic entryPy, of the routing table with a heuristic correction fadiptaking
into account the state (the length) of thth link queue of the current noéte
+
Fon = 1+FCL;(| Nf||n—1)
The heuristic correctioh, is a [0, 1] normalized value proportional to thadth
gn (in bits waiting to be sent) of the queue of thik Iconnecting the nodewith its

neighbom:
|, =1- o

2 G

=1

The value ofo weight the importance of the heuristic correctwith respect to

the probability values stored in the routing tableeflects the instantaneous state of
the node’s queues, and assuming that the queu@sumong process is almost
stationary or slowly varyind, gives a quantitative measure associated with teeeu
waiting time. The routing table values, on the othand, are the outcome of a
continual learning process and capture both theeotirand the past status of the
whole network as seen by the local node. Corredtinge values with the valueslof
allows the system to be more “reactive”, at the esdime avoiding following all
network fluctuations. Agent’'s decisions are takentloe basis of combination of a
long-term learning process and an instantaneousskieyprediction. Depending on
the characteristics of the problem, the best vaduassign to the weight is around
0.4.

F._.4 also computes the virtual delay with the followeguation:

S

T(k_ > n) - qn + SiZqu—>d) +
Bandwidth .~ <"
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where Bandwidth., [bit/s] is the bandwidth of the link—n, D, ., [s] is the
propagation delay of linkk —n, Size(F,_ . ) [bit] is the size ofFs.-q. Then
F._.4 pushesT(k —n) into his stackS.>q and is put into the high-priority link queue

of the linkk—n. Consequently, he is able to move on the link \\as delay as if he
really moved. The heavy traffic situations will detected much faster in this way.

4. If a cycle is detected, that is, if an ant is &f¢o return to an already visited node,
the cycle’s nodes are popped from the ant’s stackall the memory about them is
destroyed. If the cycle lasted longer than thdifife of the ant before entering the
cycle, (that is, if the cycle is greater than hhl ant’'s age) the ant is destroyed. In
fact, in this case the agent wasted a lot of tinodably because of a wrong sequence
of decisions and not because of congestion statesefore, the agent is carrying an
old and misleading memory of the network state iam& counterproductive to use it
to update the routing tables.

5. When the destination nodkis reached, the agerit_.  generates another agent

(backward antB,_. ., transfers to it all of its memory, and dies.

6. The backward ant takes the same path as tha obitesponding forward and, but

in the opposite direction. At each noklalong the path it pops its sta&_., (k) to

know the next hop node. Backward ants also domitesthe same link queues as data
packets; they use higher priority queues, becawse task is to quickly propagate to
the routing tables the information accumulatedhgyforward ants.

7. Arriving at a node&k coming from a neighbor nodethe backward ant updates the
two main data structures of the node, the localehotithe trafficMy and the routing
tableTy, for all the entries corresponding to the (forwand) destination nod# With
some precautions, updates are performed also oenties corresponding to every
nodek'l] S _.,, K # d on the “sub-paths” followed by ark_., after visiting the
current nodek. In fact, if the elapsed trip time of a sub-paghstatistically “good”
(i.e., it is less tham+l(u,0), wherel is an estimate of a confidence interval fQr
then the time value is used to update the correipgrstatistics and the routing table.
On the contrary, trip times of subpaths not deegeemt], in the same statistical sense
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as defined above, are not used because they dee’'agorrect idea of the time to go
toward the subdestination node. In fact, all thevéosd ant routing decisions were
made only as a function of the destination nod¢hisperspective, sub-paths are side
effects, and they are intrinsically sub-optimal dese of le local variations in the
traffic load (we can’t reason with the same perpeas in dynamic programming,
because of the non-stationarity of the problemesgmtation). Obviously, in case of a
good sub-path we can use it: the ant discoverezkratcost, an additional good route.
In the following two items the walyl andT are updated is described with respect to a
generic “destination” nodé’ U S, _;.
M is updated with the values stored in the stack nmgn®_., (k). The time
elapsed to arrive (for the forward ant) to the idesion noded starting from the current
node is used to update the mean and variance éstima and ¢;.; and the best value

over the observation windoWy. In this way, a parametric model of the travelimge to
destinationd’ is maintained. The mean value of this time anddispersion can vary
strongly, depending on the traffic conditions: aptme (path) under low traffic load
can be a very good one under heavy traffic loa@ Sthatistical models had to be able to
capture this variability and to follow in a robwsay the fluctuations of the traffic. This
model plays a critical role in the routing tabledaping process.

The routing tableTy changed by incrementing the probability Ri.e., the
probability of choosing neighbof when destination isd) and decrementing, by
normalization, the other probabilitieg:PThe amount of the variation in the probabilities

depends on a measure of goodness we associateheithp timeT, _, ,, experienced by

the forward ant, and is given below. This time esgnts the only available explicit
feedback signal to score paths. It gives a cledication about the goodnessof the
followed route because it is proportional to itedt from a physical point of view
(number of hops, transmission capacity of the lisdd, processing speed of the crossed
nodes) and from a traffic congestion point of viélwe forward ants share the same
gueues as data packets).

The time measurd, composed by all the sub-paths elapsed times,otdvm

associated with an exact error measure, givenatbaton’t know the “optimal” trip time,
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which depend on the whole network load status. dfbeg, T can only be used as a
reinforcement-learning field. The reinforcement r(T,My) is defined to be a function of
the goodness of the observed trip time as estin@tdte basis of the local traffic model.
r is a dimensionless value/]l (0,1] , used by the current node as a positive

reinforcement for the nodethe backward anB,_,.comes fromr takes into account

some average of the so far observed values artteofdispersion to score the goodness
of the trip timeT, such that the smalléris, the higher is (the exact definition of is
discussed in the next subsection). The probaliityis increased by the reinforcement
value as follows:

Per « Rer +r@Q-FRyy)

In this way, the probability /2 will be increased by a value proportional to the
reinforcement received and to the previous valudefnode probability (that is, given a
same reinforcement, small probability values ameased proportionally more than big
probability values, favoring in this way a quickpéoitation of new and good, discovered
paths).

Probabilities B, for destinationd’ of the other neighbor nodesimplicitly receives a
negative reinforcement by normalization. Thathgjitt values are reduced so that the sum
of probabilities will still be 1:

Py < Py =Py ,nON,n# f

It is important to remark that every discovered hpatceives a positive
reinforcement in its selection probability, and tleenforcement is (in general) a non-
linear function of goodness of the path, as esthating the associated trip time. In this
way, not only the (explicit) assigned valuglays a role, but also the (implicit) ant’s
arrival rate. This strategy is based on trustinghgathat receive either higher
reinforcements, independent of their frequencyloar and frequent reinforcements. In
fact, for any traffic load condition, a path re@swone or more high reinforcements only
if it is much better than previously explored pat®s the other hand, during a transient
phase after a sudden increase in network loada#iispwill likely have high traversing
times with respect to those learned by the madeh the preceding low congestion,
situation. Therefore, in this case good paths canobly be differentiated by the
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frequency of ants’ arrival. Assigning always a pigs| but low, reinforcement value in
the case of paths with high traversal time allows tmplementation of the above
mechanism based on the frequency of the reinfornsnehile, at the same time, avoids
giving excessive credit to paths with high travetisae due to their poor quality.

Probabilities can approach to zero if other prolit#s are increased much more
often. This is not desirable, because new, betigies will not be discovered quickly. To
solve this problem an exploration probability isedsas a minimum value of each
probability. An example is 0.1 divided by the numbénext nodes. After applying this
minimum, the row of probabilities is normalized 1o This ensures that none of the
entries in the probability table will approach zero

Routing tables are used in a probabilistic wayardy by the ants but also by the
data packets. This has been observed to improviekmgerformance, which means that
the way the routing tables are built in AntNet i®llwmatched with a probabilistic
distribution of the data packets over all the gpaths. Data packets are prevented from
choosing links with very low probability by remappgitheT’'s entries by means of a
power function f(p)=p”, o>1 which emphasizes high probability values andiced

lower ones.

[:=Current lime;
teng=Time length of the simulation;
At:=Time interval between ants generation;
foreach (Node) /* Concurrent activity over the network */
M:= Local traffic model;
T:= Node routing table;
while (t< tenq)
in_parallé /* Concurrent activity on each node */
if (t modAt = 0)
Destination_node:=SelectDestinationN¢di#ta_traffic_distribution);
LaunchForwardAnt(destination_node, seurode);
end if

foreach (ActiveForwardAnt[source_node, current_node, degion_node])
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while (current_nodeédestination_node)
Next_hop_node:=SelectLink(current_nddstination_node,T,link_queues);
PutAntOnLinkQueue(current_node,next_noge);
WaitOnDataLinkQueue(current_node,nexp mmde);
CrossTheLink(current_node,next_hop_rode)
PushOnTheStack(next_hop_node,elapses); tim
Current_node:=next_hop_node;
end while
LaunchBackwardAnt(destination_node, sounoee, stack data);
Die();
end foreach
foreach(ActiveBackwardAnt[source_node current_node, datitn_node])
while (current_nodeédestination_node)
next_hop_node:=PopTheStack();
WaitOnHighPriorityLinkQueue(currenbde,next_hop_node);
CrossTheLink(current_node,next_haule);
UpdateLocalTrafficModel(M,current deysource_node,stack data);
Reinforcement:=GetReinforcement(entr node,source_node,reinforcement);
end while
end foreach
end in_parallel
end while

end foreach

Above we have a high-level description of the alyon in pseudo-code. All the
described actions take place in a completely thsted and concurrent way over the
network nodes (while, in the text, AntNet has béescribed from an individual ant’s
perspective). All the constructs at the same levéhdentation inside the context of the
statement in parallel are executed concurrentlye plocesses of data generation and
forwarding are not described, but they can be thb@ag acting concurrently with the

ants.
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Figure 10 illustrates a simple example of the atgor behavior. The forward ant,
F._.,, moves along the path-22 —3 —4 and, arrived at node 4, launches the backward
ant B,_,, that will travel in the opposite direction. At eachdek, k = 3,..,1, the backward
ant will use the stack conten&._., (k)to update the values fdfy (u1, 61, Wy ) and, in
case of good sub-paths, to update also the vatueSIf (u; , oi%, W; ), i=k+1,...,3. At the
same time the routing table will be updated byenuenting the goodness;H=k+1, of

the last nodek+1 the antB, , came from for the case of node= k + 1,...,4 as

destination node, and decrementing the valueB &r the other neighbors (here not
shown). The increment will be a function of the tiime experienced by the forward ant
going from nodek to destination node As for M, the routing table is always updated for
the case of node 4 as destination, while the atbdesl'=k+1,...,3 on the sub-paths are
taken in consideration as destination nodes onlyhé trip time associated to the

corresponding sub-path of the forward ant is stesity good.

Forward Ant (1 = 4) —>

—— (1 «-4) Bacloward Ant

Figure 10.

How to score the goodness of the ant’s trip tim#eiscribed as follows.
The reinforcement is a critical quantity that has to be assigned bysaering three
main aspects:
» paths should receive an increment in their selectimbability proportional to
their goodness;
» the goodness is a relative measure, which depemdseotraffic conditions, that
can be estimated by means of the mddiel

* itis important not to follow all the traffic fluaations.
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This last aspect is particularly important. Uncohéd oscillations in the routing tables
are one of the main problems in shortest pathsmgult is very important to be able to
set the best trade-off between stability and adimpta

r is defined as a function of the ant’s trip tifheand of the parameters of the

r = [V\IbeStj'*'C Isup_linf
B Cl T ? (lsup_linf)+(T_|inf)

In this equation, Wi is the best trip time experienced by the ants thage

local statistical modd\A:

toward the destinatiod, over the last observation winddW. The maximum size of the
window (the maximum number of considered samplésrbaesetting the Wsvalue) is

assigned on the basis of the coefficignbf the equationn weights the number of
samples effectively giving a contribution to thdueaof thep estimate, defining a sort of
moving exponential window. Following the expressifim the number of effective
samples, was sdWWhest =5(ch) with c<1 (I setc=0.8). In this way, the long-term
exponential mean and the short-term windowing aferring to a comparable set of
observations, with the short-term mean evaluatest avfractionc of the samples used

for the long-term onds,,andliy are convenient estimates of the limits of an apipnate

confidence interval fop. lin is set to West, While ky= 1+ z[—l\/ﬁ, with z:ﬁ
where y gives the selected confidence level. The firsmten the equation simply
evaluates the ratio between the current trip time: the best trip time observed over the
current observation window. This term is corredgdthe second one, which evaluates
how far the valud is fromI;y; in relation to the extension of the confidencenvag that
is, considering the stability in the latest triméis. The coefficientsl andc2 weight the
importance of each term. The first term is the niogtortant one, while the second term
plays the role of a correction. In the current iempéntation of the algorithm | set
c1=0.7 andc2 = 0.3 the confidence leve+0.8.

The value obtained from the equation is finally transformedrbeans of a squash

functions(x}
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s(x)=(1+ expxl%] ,x0(01],a0R"

_ S0
s(@)
Squashing the values allows the system to be more sensitive \warging good
(high) values ofr, while having the tendency to saturate the rewéoddad (near to
zero)r values: the scale is compressed for lower valudsapanded in the upper part.

In such a way an emphasis is put on good eswhile bad results play a minor role.

- a : . .
The coefficient—— determines a parametric dependence of the squasinéarcement

[N
value on the numbéN,| of neighbors of the reinforced nokethe greater the number of
neighbors, the higher the reinforcement. The redsado this is that we want to have
similar, strong, effect of good results on the @tabstic routing tables, independent of

the number of neighbor nodes.

3.2. ABC-AdHoc

Lacking the backward ants, the ABC algorithm, midgi® more suitable for
routing in an Ad-Hoc wireless network. In dynamitveonment, because of the nodes
mobility, the path discovered by the forward am teppen not to be available for the
backward ant. We compared a forward-backward versfahe ABC, with the AntNet,
in a static network. AntNet proved to be better andre adaptive. This is not only
because of the extra local traffic statistics, Wwhecnode is maintaining, but also because
of the more complex formulae used for maintainimg $ystem.

For a wireless ad-hoc network we create a new idthgor(ABC-AdHoc) adding
to the ABC some features from the AntNet. Moreogenew structure was added to the

local data system of a node. It is an atfgy where for each possible destinatm the

network, is stored the last time when the actuden®ceived traffic from the nodke By

the concept traffic we mean not only agents bub plackets. If the tim&J, becomes
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higher than a certain value (ex. twice the ant geion period multiplied by the number
of nodes in a network), the destinatidms considered unreachable and the actual node
stops generating packets for it. Also the buffeucttre is changed. Besides the two
buffers for each neighbor (a high priority one &mts and a low priority for packets), a
new waiting buffer is added. Here are stored fowtdle the packets for which the
destination is seen as unreachable by the node.

The ABC-AdHoc algorithm works as follows:

1. The mobile agentsF,_, are launched at regular time intervals from ewvestyork

nodes.
2. Each ant keeps a memory about its path (visitetes)o When an ant arrives in a
nodei coming from a nodg it memorizes the identifier of the visited nodeand

the trip time necessary for ant to travel from notlej. These data are pushed onto

the memory stacls,_, i (Where:

T [s] _9 S'Zéqud) 4D
: Bandwidth :
. T_j[s] is the time (virtual delay) that a packet ofstse would have to

wait to move from nodeto get to the previous nogle

e (q; [bits] is the length of the packets buffer queuwvadls the link

connecting nodeand its neighboy;
« Bandwidth_; is the bandwidth of the link betweeandj in [bit/s];

« SizdF, ) [bits] is the size of the forward aft_,;
* D,_; [s]is the propagation delay of the link j.
3. When an ant comes in the noidét has to select a next noddo move to. The

selection is done according with the probabilitRsand the traffic load in the

nodei.

- Pdn+a|n
" 1+a(N[-1)
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| .0[01] is a normalized value proportional to the amomnt(in bits waiting to

be sent) of the incoming traffic from the link caating the node with its

neighbom:
- X,
| = 1—m
This happens because we can have completely diffaedfic load between one
way the ant is traveling and the other way wheeepttobabilities are updated. We
seta = 040[01].
If the ant reaches a node where its destinatisnseen unreachable, it is killed.
In every node, the forward anf,_, updates the data structures of the node: the

local traffic statistics and the routing table foe source nodg and also for the

other nodes thé&,_, visited.

First the valudJ, is refreshed. If the trip tim& __ <1, (S) where:

s sup

US

loup(S) = M5 + 2
i W

z= \/11_,y: 0.8D[O,1) gives a selected confidence level.
-y

The updating process goes on, followirgggteps:
a. the local data structure is changed:
ts = s +11(T, s = )
wheresn = 0.1 is a value that makes the old measurements teedfutime
(like the pheromone).

b. a reinforcement valueis computed as follows:

Isup(s) - Iinf (S)
Isup(s) - Iinf (S))+ (Tl os Iinf (S))

r:cldjljf(s)+c2D(

(I

a

1+ e‘Ni‘

a

r

1+ ™!
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where for an entry sind (S) = min{W4}, the best value in the observation
window Ws. ¢l = 0:7; ¢c2 = 0:3; a = 5 are the values we Udsedhese
parameters.

c. The probabilites are updated with the reinforcememnalue,
P«=P,+r@-P,) ; k = j the preious node chosen by the ant
P, =P, —r [P, for j#n.

6. If a cycle is detected, that is, if an ant is &mfdo return to an already visited

node the ant is killed. But this is not enoughtha new algorithm killing the ant
just when the cycle is found is too late. The clesnom the tables are already
done. So a cycle should be avoided. This can be dso comparing, in every
node i, on the way of_,, for all the items k on the ant stack;Tjf , > I ,,(k) .
In this case the path the ant followed from k tesiyery possible not to be the
best one, according with the local information ode i. This means that the ant
started to get closer to the already visited nadankl might end in a cycle after
some steps. We decided to kill the ant in thisasitun, unless the ant is very
young (it visited less than 3 other nodes).

7. When the destination node d is reached, the &geptis making the updates

and dies.

The packets have a different behavior thenaints. In the nodes they don’t share
the same buffers with the ants, having a lowerryioThey are routed to destination

according with the probabilities. When a pack&t,P, arrivesin a node i, the value

this node is refreshed.

3.3. Multi-parameter routing in traffic networks

Routing the packet in a network using the optimahpwhich takes the least

time is one of the most important issues. Differaigorithms exist in order to deal with
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this issue. One successful approach is that ofgulim-based algorithms, which have
proven to be superior to other routing algorithms.

As stated before, obtaining the route with the leweip-time is an important issue.
Though, it might be reasonable to suspect thatragsies are relevant, such as the
PDA'’s battery, costs of a route, chance of congastievertheless, the AntNet algorithm
only regards the travel-time. We will try to definanore general algorithm which takes
multiple parameters into account: travel-time @melPDA’s battery.

When the forward agent now travels a specifitedrom a source node s to a
destination node d, it should collect not only &laimes on its stack, but also the values
of each visited node’s battery. In this way thekveard agent has all data available to
perform its computations.

When the backward agent arrives at a node i, arger@nforcement value u can
be computed to update the probabilities. This ceogdment value should be based on the
reinforcement value r from the timetable systenmisimed with a value which indicates
the use of the battery.

The resulting reinforcement value u, is computedeich node as follows:

u=r*minbat
where :
* value r is obtained as a function of the time T #mé computed and the local

stochastic model of traffic in the node wusing thextn formula:

P
r=|c Whes +C, L , value that is transformed after by
T (lsup_linf)+(T_|inf)

means of a squash functie(x)

s(x) = (1+ expxl%j ,x00]1],adR"

0]
s(1)

* minbat is the minimum battery level of the nodes that pose the ant’s path.
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Using this reinforcement value u instead of r, tijedating formula for the
probabilities remains the same:
P’a= Ba tu(1-By) , J=n (next node)
P’ja= P -UFg , ¥n

In this way a modification of the AntNet dynamiaitimg algorithm is obtained in
which not the fastest route is taken into accourt the route that is a compromise
between a route that has a low trip time and a lagél of the node’s batteries.

3.4. Simulation parameters

As it could be noticed, there is quite atignber of parameters, which should be set
for the simulation.
The general parameters and their default values are
» the duration of the simulation: Test time = 100 s.
» the duration of the routing table training: Traigitime = 10 s.
» the mean of the Poisson distribution for the angvinterval of a new packet:
Packet generation period =5 ms.
» the period of time between two generation of astsine node: Agent generation
period = 300 m.
» the maximum living time for a packet or ant: Traffnax age = 15 s.
» the size of an ant at the birth time: Mean ager¢ si 192 bits. This size is
increased with 64 bits for every visited node.
» the mean of the exponential distribution for theemal between two generation
of packets, at one node: Mean packet size = 4 Kbits
» the bandwidth of the network links: If the distars#ween 2 nodes is:
1. less then 0.582 than the link’s bandwidth is 11 tsbi
2. between 0.582 and 0.982 than the link’s bandwidth i
5.5 Mbts/s
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3. between 0.982 and 1.46 than the link’s bandwidt8 is
Mbts/s
4. more then 1.46 than the link’s bandwidth is 1 Mbts
the buffer capacity of one node: Node buffer cagacil Gbits.
the transmission delay on the network links: Limtay = 10 ms.
the exploration probability used for computing theer bound for an entry in the

probability table: Exploration probability = 0.1.

The parameters specific to AntNet are:

the parametea used by ants for computing probabilities beforeaging the
next node to go: Alfa = 0.4.

another parameter denoted withused for mapping the probabilities when a
packet has to select the next node to go: Mappfag=a3.

then parameter used for computing the valuesyf@ndo® of M, structures:
Eta = 0.1.

the confidence leve} used for computing the reinforcement Confidence
level=0.8.

the parametera used by the squashing function for squashingSquash
parameter = 5.

the parameter used in the formula foW|jmax: Const ¢ = 0.8.

clused for computing r: Const C1 =0.7.

c2used for computing r: Const C2 =0.3.

The parameters specific to Forward and Forward-®ac# algorithm are:

constant used in the formula oAP : const a = 2.

constanb used in the formula oAP : const b = 0.005.
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4. The Simulator

For converting the simulator from Delphi to Java used Netbeans 3.5.1. The

application has one window (Figure 11):

£ AdHec AntSimulator -l x|
The Probahility Tahle The Esttimate Triptime
1) Use forward alg alelclolelFfl ol H] 1] okl {m[N[olrlalrlalT] A ] B | _c |
5 - o 2 |5 14 - ms |[ahk] |
kb (@ Changewdth | [0 | F oo o e 0 xx 0
Stop FRREACRFICRR] i 1183 0.0
3 094002003 2 202 |00
Alfa na Battory 4 [0.03)0.03/0.93 B 234 |00
n 5 092002003 4 17.64 0.0
Mapp 9977828
ing alfa 2 ‘ 6 06703 003 5 506 0.0
Eta 01 7 0.94)0.03(0.03 6 19.85 |0.0
Confidence Level 0.8 0.8877836 % 8 0.450.03/0.51 7 815 |00
Squash Parametex 5 9 [0.03)0.93/0.03 B 164 0.0
10 |0.03/0.93/0.03 £l 23800
B 0.8 11 [0.03/0.58/0.39 10 1349 (0.0
Consicl 07 12 [0.44/0.02/063 11 (228 |00
Consi? 03 13 [0.56/0.42/0.03 12 461 |00
) 14 [0.94/0.02/0.03 13 1852 0.0
Test time(s) 3600 15 |0.03|0.03|0.94 = 116 |00 =
Training fime(s) 10
Packet generation period(ms) 10
Agent generation period(ms) 400 Window size [ run times
Traffic max age(s) 15 [i5 o]
Mean agent sizeghits) 192
Mean packet size(ihitsy 4
Node huffer capacity@Mbi 1024 Siep [n3 |
Link delay(ms) 1
Eamtion by H ANTNET

[ o]

Resulis
Packets in network Arrived packets < o N
[146 | [zas70 |
Lostpackets Arrived agents v
o |[672 J Moving mode

Hot Connection

. Walk
Sending node P =

Recehingmode [ |

Mean packet size(Rhits) e B
Close . -
]

Area parameters
Area Width 10.0

‘ Move ‘ Save chart Number of arrived packets
Area Heigh 10.0
Mhax distance betwen nodes 20 1000 Iniewal(ns) | {1000 ‘
017 Siep 0.17

‘ Save chart Delay for arrived Priorityl packets ‘

‘ Save chart Delay for arrived Priority? packets

‘ Save chart Delay for arrived Prisrity3 packets

‘ Save chart Network capacity usage ‘

Save chart Number of delivered bits

Figure 11.
In the left up corner there are three buttons (feégi2). The first one is for

loading the network. This is done from a text fithere on the first line is the number of
nodes. The following lines in these text files @mntpairs of numbers corresponding to
every node of the network. Each pair contains timdinates of that node. Only after a
network file is loaded, the Start button can besged. The last button is for stopping the

simulation.
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Load neiwork ™ Use fo 1 alg
Sy
iy
Figure12.

Near these buttons there is a CheckBox. If it isc&led then we will use in the
simulation the Forward algorithm otherwise we wilke the Forward-Backward
algorithm.

Under this there is a Panel (Figure 13) where carsét the values for the

parameters specific to AntNet.

Alfa 04
Mapping alfa 5
Eta 0.1
Confidence Level 0a
Squash Parameter 5
Consic 0a
Constcl 07
Constc2 03
Figure13.

Below in the application window (Figure 14) is tiRanel with the network
parameters and the parameters common for all geritdms. All the parameters have
the default values mentioned in the previous chiapigt of course they can be changed.
| suggest that only the general parameters to baggd for making different tests. The
default values for the parameters shown in figlerépresent the optimal values
(or something close to it ) in each algorithm. Qfiag significantly these values will

decrease the performance of the algorithm, whi€ls tise parameters.
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Test timels) 3600
Training time(s) 10
Packet generation period(ms) 10
Agent generation periodi{ms) 400
Traffic max age(s) 15
Mean agent sizehits) 192
Mean packet size(Shiis) 4
Mode buffer capacity(hhbits) 1024
Link delay(ms) 1
Exploration prohahility 0.1
Figure 14.

Then follows a Panel (Figure 15) where are dismlayeur values which

represent:

» the total number of packets, which are waitinghe buffers of the Network’s

nodes.

» the number of the packets, which have arrived atr tbestination since the
beginning of the simulation.

* the number of packets lost since the start ostimailation.

 the number of backward agents, which reached tHestination since the

beginning of the simulation.

Resulis
Packeis in neiwork Arrived packets
Io In
Lost packeis Arrived agents
Io Io

Figure 15.

Also these values are an evaluation criterionHerimplemented algorithms.

The next Panel (Figure 16) is used for definingpadonnection. This means that
the sending node mentioned here will generate psakdy with the receiving node as
destination. Also the mean of these packets siaéeachanged. | used this connection to
generate congestion only in several nodes of thwank and to test the capacity of the

algorithms for finding alternative routes.
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Hot Connection
Sending node I
[~ Enabled

Recefving node I—

Mean packet sizedEhiis) I

Figure 16.

The last Panel is presented in Figure 17. It isldsedisplaying the routing table
of a selected node (View node). This node can laagdd pressing the button “Change
with”. The current node will become the one whiehmiber was inserted in the TextField
situated on the right side of the button. You catice that not all the sums on a line are
1. This is because the values are truncated wiegnate displayed. If AntNet is used also
the estimated trip times (in milliseconds) from therent node to every destination are
shown. These values are initialized at the begmwinthe simulation with a value equal
with the number of links multiplied with the delay the links. A value bigger than the
live time of a packet shows that on that the pachketveling to that destination will
probably be lost.

In this Panel we also present the current noddtettydevel in percents.

The Prohability Tahle The Esttimaie Triptime
slelclolelFle]n] i Julk[Lim]n]olrlalr]s]T] Al B | c]
2o 14 ms [ahh]

== >
FD

HEE HE MEE
0.030.930.03

Viewnode |0 Change with U
0.330.64 0.03

I

1 L
2

k]

Battery 4 |0.030.66/0.31

i

fi

7

i

12.62
274
.11
1619
568
200
16.7
1.4
3.2
11.84
7.63
6.58
20.0
.87

0.999767 % 0.03)0.88/0.09

0.03/0.94 0.03

0.33)0.33)0.33

0.03/0.94 0.03
9 |0.03)0.94/0.03
10 |0.03/0.94/0.03
11 |0.03)0.94/0.03
12 |0.65/0.030.31
13 |0.03)0.94/0.03
14 |0.33)0.330.33
16 |0.03)0.02/0.94

Figure17.

We also have drawn the network’s topology, consistin the nodes and the links

between them.
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The nodes can be moved in different ways:
a certain node can be moved in any direction, kggng the four buttons showed

in the Panel below:

| 2 |
< o [L_>_|
| v |

the type of movement of the network’s nodes carsdieby pressing one of the

buttons below:

Moving mode
Bilke [l
Car Ij
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All the nodes will start moving in a random diieat with the corresponding
speed: if the walk button is pressed this speedbeils5 km/h, if the car button is
pressed it will be 15 km/h and if the car buttorpisssed the speed will be 72
km/h.

* the third mode is by pressing the Move buttonhis tase all nodes will move in
a random direction with the step given by the vahieoduced in the TextField
situated at the Step button’s right at every irderof time introduced in the
TextField near Interval button.

Move
1000 | Interval(ms) | [1000
o1z M Step | 047

Finally, in the right down corner we have six buat (Figure 18). These buttons
are used for saving evaluation charts about thaydelr arrived packets for all the three
priority levels, about the capacity usage of thevoek and about the number of arrived

packets and delivered bits.

Save chart Delay for arrived Priorityl packets |

Save chart Delay for arrived Priority? packeis |

Save chart Delay for arrived Priority3 packets |

Save chart Neiwork capacity usage |

Save chart Number of arrived packets |

Save chart Number of delivered hiis |

Figure18.
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